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Executive Summary 1 
 2 
Observations of the atmosphere and surface indicate the following changes: 3 
 4 
Atmospheric Composition 5 
It is virtually certain that atmospheric burdens of long-lived greenhouse gases controlled by the Kyoto 6 
Protocol increased from 2005 to 2011. Annual increases in global mean CO2 and N2O mole fractions were at 7 
rates comparable to those observed over the previous decade. Atmospheric CH4 began increasing again in 8 
2007 after remaining nearly constant from 1999 to 2006. HFCs, PFCs, and SF6 all continue to increase 9 
rapidly, but their relative contributions to radiative forcing are small. 10 
 11 
For ozone depleting gases, whose production and emissions are controlled by the Montreal Protocol, it is 12 
virtually certain that the global mean mole fractions of major CFCs are decreasing and HCFCs are 13 
increasing. Atmospheric burdens of CFC-11, CFC-12, CFC-113, CCl4, CH3CCl3, and halons have decreased 14 
since 2005. HCFCs, which are transitional substitutes for CFCs, continue to increase, but the distribution of 15 
their emissions is changing. 16 
 17 
Global satellite measurements of stratospheric water vapour (an important radiative forcing component), 18 
show substantial variability for 1992–2011 with a step-like decrease after 2000 and increases since 2005, but 19 
with high confidence the net change during 1992–2011 is small. 20 
 21 
Stratospheric ozone has declined from ~1980 through the mid-1990s, partially recovered to ~2000, and 22 
remained constant until 2010 at a level 2.5% below the 1964–1980 mean (high confidence). 23 
 24 
Surface observations, balloon soundings and satellite retrievals indicate tropospheric ozone trends over the 25 
past few decades, but the trends and the confidence attached to them vary from region to region. Almost all 26 
East Asian surface sites show increasing ozone, supported by satellite column ozone observations. In North 27 
America and Europe the trends are mixed (medium confidence). 28 
 29 
Satellite observations of NOx and CO indicate strong regional differences of ozone precursor gas trends, with 30 
increases of more than a factor 2 in Asia (NO2), decreases in Europe and North America (30–50%), and an 31 
overall small global decline of CO (medium confidence). 32 
 33 
Ground and satellite-based remotely sensed measurements of Aerosol Optical Depth (AOD), a measure of 34 
integrated columnar aerosol load, indicate positive trends in Eastern and Southern Asia, and negative trends 35 
in Europe and Eastern USA during the 1990s and 2000s, in qualitative agreement with a host of observations 36 
showing declining particulate matter air pollution at surface stations in Europe and the USA (high 37 
confidence). No reliable AOD trend can be detected in other regions of the world. 38 
 39 
Radiation Budgets 40 
Satellite records of top of the atmosphere radiation fluxes indicate a likely continuation of the decadal 41 
variations in the tropical radiation budget. Globally, no significant changes in the global planetary albedo are 42 
apparent since 2000. The variability in the Earth’s energy imbalance at the top of the atmosphere that is 43 
related to El Niño-Southern Oscillation (ENSO) is consistent with ocean heat content records. 44 
 45 
The evidence for widespread decadal changes in surface solar radiation (dimming until the 1980s and 46 
subsequent brightening) has been substantiated. Confidence is high because these changes are in line with 47 
observed changes in related variables, such as sunshine duration and hydrological quantities. There is 48 
medium confidence for increasing downward thermal and net radiation at the surface in recent decades. 49 
 50 
Temperature 51 
Globally averaged near surface temperatures have increased since 1901. This warming is virtually certain 52 
and has been particularly marked since the 1970s. The global combined land and ocean temperature data 53 
show an increase of about 0.8°C over the period 1901–2010 and about 0.5 °C over the period 1979–2010 54 
when described by a linear trend. The warming from 1886–1905 (early-industrial) to 1986–2005 (reference 55 
period for the modelling chapters and the Atlas in Annex 1) is 0.66°C ± 0.06°C (5 to 95% confidence 56 
interval). 57 
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 1 
It is virtually certain that globally averaged land surface air temperatures have risen since the late 19th 2 
Century. Several independently analyzed data records of global and regional land surface air temperature 3 
obtained from station observations support this conclusion. 4 
 5 
It is likely that urban heat-island effects and land use change effects have not raised the centennial global 6 
land surface air temperature trends by more than 10% of the observed trend. This is an average value; in 7 
some regions that have rapidly developed urban heat island and land use change impacts on regional trends 8 
have been substantially larger. 9 
 10 
Confidence in the reported decrease in diurnal temperature range is medium-to-low, as recent analyses of the 11 
raw data on which previous analyses were based point to the potential for pervasive biases that differently 12 
affect maximum and minimum temperatures. 13 
 14 
It is virtually certain that the global average sea surface temperatures have increased since the beginning of 15 
the 20th Century. Intercomparisons of new data records obtained by different measurement methods, 16 
including satellite data, have resulted in better understanding of errors and biases in the records. 17 
 18 
Based upon multiple independent analyses of measurements from radiosondes and satellite sensors it is 19 
virtually certain that globally the troposphere has warmed since the mid 20th Century. There is only medium 20 
to low confidence in the rate of change and its vertical structure. Estimates of tropospheric warming rates 21 
encompass surface temperature warming rate estimates. 22 
 23 
While it is virtually certain that globally the lower stratosphere has cooled since the mid 20th Century and 24 
the whole stratosphere since 1979, there is only low confidence in the cooling rate and vertical structure. 25 
 26 
Hydrological Cycle 27 
Confidence in global precipitation change over land is low prior to 1950 and medium afterwards because of 28 
data incompleteness. When virtually all the land area is filled in using a reconstruction method, the resulting 29 
time series shows little change in land-based precipitation since 1900. This is different from AR4, which 30 
reported that global precipitation averaged over land areas has increased, with most of the increase occurring 31 
in the early to mid 20th Century. 32 
 33 
The mid-latitudes and higher latitudes of the NH do show an overall increase in precipitation from 1900–34 
2010, however confidence is low because of much uncertainty in the data records for the early 20th Century. 35 
Insufficient evidence exists to define a long-term temporal change of precipitation in the mid-latitudes of the 36 
SH. Precipitation in the tropics has likely increased over the last decade, reversing the drying trend that 37 
occurred from the mid-1970s to mid-1990s reported in AR4. 38 
 39 
In most regions analyzed, it is likely that decreasing numbers of snowfall events are occurring where 40 
increased winter temperatures have been observed. Antarctica is the exception, where increased snowfall is 41 
occurring with observed higher temperatures that are still below freezing. Confidence is low for the changes 42 
in snowfall over Antarctica. Changes in the area covered by snow are assessed in Chapter 4. 43 
 44 
The most recent and most comprehensive analyses of river runoff which include newly assembled 45 
observational records do not support the AR4 conclusion that global runoff increased during the 20th 46 
Century. Average runoff has not changed in the majority of rivers, but year-to-year variability has increased. 47 
 48 
As reported in AR4, absolute moistening of the atmosphere near the surface has been widespread across the 49 
globe since the 1970s, with very high confidence. However, during recent years this has abated over land, 50 
coincident with greater warming over land relative to the oceans. As a result, fairly widespread decreases in 51 
relative humidity near the surface have been observed over the land areas recently. Radiosonde, GPS and 52 
satellite observations indicate increases in tropospheric water vapour at continental scales, which are 53 
consistent with the observed increase in atmospheric temperature aloft. It is very likely that tropospheric 54 
specific humidity has increased since the 1970s. Because tropospheric temperatures have also increased, 55 
significant trends in tropospheric relative humidity have not been observed. 56 
 57 
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While trends of cloud cover are consistent between independent data sets in certain regions, substantial 1 
ambiguity and therefore low confidence remains in the observations of global-scale cloud variability and 2 
trends. 3 
 4 
Extreme Events 5 
Recent analyses of extreme events generally support the AR4 and SREX conclusions. It is very likely that the 6 
overall number of cold days and nights has decreased and the overall number of warm days and nights has 7 
increased on the global scale between 1951 and 2010 (with warming trends between 2.48 ± 0.64 and 5.75 ± 8 
1.33 days per decade dependent on index). Globally, there is medium confidence that the length of warm 9 
spells, including heat waves, has increased since the middle of the 20th Century. 10 
 11 
Consistent with AR4 conclusions, it is likely that the number of heavy precipitation events (e.g., 95th 12 
percentile) has increased significantly in more regions than it has decreased since 1950. Confidence is 13 
highest for North America where the most consistent trends towards heavier precipitation events are found. 14 
 15 
There continues to be insufficient evidence and thus low confidence for consistent trends in the magnitude or 16 
frequency of floods on a global scale. 17 
 18 
New results indicate that the AR4 conclusions regarding global increasing trends in hydrological droughts 19 
since the 1970s are no longer supported. Not enough evidence exists at present to suggest anything else than 20 
low confidence in observed large-scale trends in dryness (lack of rainfall), due to lack of direct observations, 21 
dependencies of inferred trends on the index choice and geographical inconsistencies in the trends. 22 
 23 
Recent re-assessments of tropical cyclone data do not support the AR4 conclusions of an increase in the most 24 
intense tropical cyclones or an upward trend in the potential destructiveness of all storms since the 1970s. 25 
There is low confidence that any reported long-term changes are robust, after accounting for past changes in 26 
observing capabilities. However over the satellite era, increases in the intensity of the strongest storms in the 27 
Atlantic appear robust. 28 
 29 
There is still insufficient evidence to determine whether robust global trends exist in small-scale severe 30 
weather events such as hail or tornadoes. 31 
 32 
Atmospheric Circulation and Indices of Variability 33 
Large variability on interannual to decadal time scales and remaining differences between data sets hamper 34 
robust conclusions on long-term changes in large-scale atmospheric circulation. Confidence is high that some 35 
trend features that appeared from the 1950s or earlier to the 1990s reported in AR4 (e.g., an increase in the 36 
mid-latitude westerly winds and the NAO index or a weakening of the Pacific Walker circulation) have been 37 
largely offset by more recent changes. 38 
 39 
Nevertheless, it is likely that, in a zonal mean sense, circulation features have moved poleward (widening of 40 
the tropical belt, poleward shift of storm tracks and jet streams, contraction of the polar vortex) since the 41 
1970s. 42 
 43 
Finally, the evidence of climate change from observations of the atmosphere and surface has grown 44 
significantly during recent years, but at the same time new and improved ways of characterizing and 45 
quantifying uncertainty have highlighted the challenges that remain for developing long-term and climate 46 
quality data records for every region of the world. 47 

48 
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2.1 Introduction 1 
 2 
This chapter assesses the scientific literature on atmospheric and surface observations since AR4 (IPCC, 3 
2007a). The most likely changes in physical climate variables or climate forcing agents are identified based 4 
on current knowledge, following the IPCC AR5 uncertainty guidance. 5 
 6 
As described in AR4 (Trenberth et al., 2007), the climate varies over all spatial and temporal scales: from the 7 
diurnal cycle, to interannual variability such as El Niño, to multi-decadal and millennial variations. Climate 8 
change is considered to be statistically significant variations in either the mean state of the climate or in its 9 
variability, persisting for an extended period of time. In this chapter, climate change is examined for the 10 
period with instrumental observations, since about 1850. Observed change prior to this date is assessed in 11 
Chapter 5. Trends have been assessed for the periods starting in 1880, 1901, 1951, 1979, 1998 and ending in 12 
2011 provided that data are available. For many variables derived from satellite data, information is available 13 
for 1979-2011 only. Where possible, the time interval 1961-1990 has been chosen as the climatological 14 
reference period (or normal period) for averaging. This choice enables direct comparisons with AR4. The 15 
word ‘trend’ is used to designate a long-term movement in a time series which may be regarded, together 16 
with the oscillation and random component, as generating the observed values (see Annex III: Glossary). 17 
Where numerical values are given, they are equivalent linear changes (Box 2.2), though more complex non-18 
linear changes in the variable will often be clear from the description and plots of the time series. 19 
 20 
In recent decades, advances in the global climate observing system have contributed to improved monitoring 21 
capabilities. The results of new observation techniques, in particular satellites, provide additional measures 22 
for climate change, which have been assessed in this and subsequent chapters together with more traditional 23 
measures. Dynamical reanalysis data sets of the global atmosphere are also used (Box 2.3). Developing 24 
homogeneous long-term records from these different sources remains a challenge. 25 
 26 
The longest observational series are land surface air temperatures and sea surface temperatures (Section 2.4). 27 
Like all physical climate system measurements they suffer from non-climatic artefacts that must be taken 28 
into account (Box 2.1). The global mean surface air temperature remains an important climate change 29 
measure for several reasons. Climate sensitivity is typically assessed in the context of global surface 30 
temperature responses to a doubling of CO2 (Chapter 8) and global mean surface temperature is thus a key 31 
metric in the climate change policy framework. Also, because it extends back in time farther than any other 32 
instrumental series, global mean surface air temperature is key to understanding both the causes of change 33 
and the patterns, role and magnitude of natural variability (Chapter 10). Starting at various points in the 20th 34 
Century, additional observations, including balloon-borne measurements, satellite measurements and 35 
reanalysis products, allow analyses of indicators such as atmospheric composition (Section 2.2), radiation 36 
budgets (Section 2.3), hydrological cycle changes (Section 2.5), extreme event characterizations (Section 37 
2.6, FAQ 2.2) and circulation indices (Section 2.7). A full understanding of the climate system 38 
characteristics and changes requires analyses of all such variables as well as ocean (Chapter 3) and 39 
cryosphere (Chapter 4) indicators. Through such a holistic analysis, a clearer and more robust assessment of 40 
the changing climate system emerges (FAQ 2.1). 41 
 42 
Observations of the abundances of greenhouse gases (GHGs) and of aerosols are also included in this chapter 43 
(Section 2.2). Global trends in GHGs are indicative of the imbalance between sources and sinks in GHG 44 
budgets, and play an important role in emissions verification on a global scale. The radiative forcing effects 45 
of GHGs and aerosols are assessed in Chapter 8. Aerosol-cloud interactions are assessed in Chapter 7. 46 
 47 
Besides global averages of climate variables, this chapter also focuses on the changes over large regions 48 
(typically latitudinal bands or continents) and on a limited number of preferred patterns (or modes) of 49 
variability, which determine the main seasonal and longer-term climate anomalies at the regional scale. 50 
Trends in these patterns are discussed in Section 2.7. The regional changes associated with global warming 51 
can be complex and perhaps even counter-intuitive, such as changes in planetary waves in the atmosphere 52 
that result in regional cooling (Trenberth et al., 2007). 53 
 54 
Changes in variability and extremes are also assessed (Section 2.6). As illustrated in SREX (Seneviratne et 55 
al., 2012a), extremes of weather and climate, such as droughts and wet spells, are important because of their 56 
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large impacts on society and the environment. The nature of variability at different spatial and temporal 1 
scales is vital to our understanding of extremes.  2 
 3 
As described in AR4, many different drivers for the observed changes may exist. It is important to note that 4 
the question of whether the observed changes are outside the possible range of natural internal climate 5 
variability and consistent with the climate effects from changes in atmospheric composition is not addressed 6 
in this Chapter, but rather in Chapter 10. No attempt to further interpret the observed changes in terms of 7 
multidecadal oscillatory (or low frequency) variations, (long-term) persistence and/or secular trends (e.g., as 8 
in Wu et al., (2011) has been attempted either, because the results of such analyses depend entirely on the 9 
null hypothesis one formulates (Cohn and Lins, 2005; Mann, 2011; Mills, 2010). In this Chapter, the 10 
robustness of the observed changes is assessed in relation to various sources of observational uncertainty 11 
(Box 2.1). In addition, the reported trend significance and statistical confidence intervals provide an 12 
indication of how large the observed trend is compared to the range of observed variability. The chapter also 13 
examines the physical consistency across different observations, which helps to provide additional 14 
confidence in the reported changes (Section 2.8). Additional information about data sources and methods are 15 
described in Appendix 2.A. 16 
 17 
[START BOX 2.1 HERE] 18 
 19 
Box 2.1: Uncertainty in Observational Records 20 
 21 
The vast majority of historical (and modern) weather observations were not made for climate monitoring 22 
purposes. Measurements have changed in nature as data demands, observing practices and technologies have 23 
evolved. These changes almost always alter the characteristics of observational records, changing their mean, 24 
their variability or both, such that it is necessary to process the raw measurements before they can be 25 
considered useful for assessing the true climate evolution. This is true of all observing techniques that 26 
measure physical atmospheric quantities. The uncertainty in observational records encompasses instrumental 27 
/ recording errors, errors of representation (e.g., exposure, observing frequency or timing), as well as errors 28 
due to physical changes in the instrumentation (such as station relocations or new satellites). All further 29 
processing steps (gridding, interpolating, averaging) have their own particular uncertainties. Since there is no 30 
unique, unambiguous, way to identify and account for non-climatic artefacts in the vast majority of records, 31 
there must be a degree of uncertainty as to how the climate system changed.The only exceptions are certain 32 
atmospheric composition and flux measurements that are directly tied to internationally recognized absolute 33 
measurement standards (e.g., the CO2 record at Manua Loa (Keeling et al., 1976)). 34 
 35 
Uncertainty in data set production can result from the choice of parameters within a particular analytical 36 
framework, parametric uncertainty, or from the choice of overall analytical framework, structural 37 
uncertainty. Structural uncertainty is best estimated by having multiple independent groups assess the same 38 
data using distinct approaches. More analyses assessed now than at the time of AR4 include a published 39 
estimate of parametric or structural uncertainty. It is important to note that the literature includes a very 40 
broad range of approaches. Great care has been taken in comparing the published uncertainty ranges as they 41 
almost always do not constitute a like-for-like comparison. In general, studies that account for multiple 42 
potential error sources in a rigorous manner yield larger uncertainty ranges. This yields an apparent paradox 43 
in interpretation as one might think that smaller uncertainty ranges should indicate a better product. 44 
However, in many cases this would be an incorrect inference as the smaller uncertainty range may instead 45 
reflect that the published estimate considered only a subset of the plausible sources of uncertainty.  46 
 47 
To conclude, the vast majority of the raw observations used to monitor the state of the climate contain 48 
residual non-climatic influences. Removal of these influences cannot be done definitively and neither can the 49 
uncertainties be unambiguously defined. Therefore, care is required in interpreting both data products and 50 
their stated uncertainty estimates. Confidence can be built from: redundancy in efforts to create products; 51 
product heritage; and cross-comparisons of variables that would be expected to co-vary for physical reasons, 52 
such as land surface temperatures and sea surface temperatures around coastlines. Finally, trends are often 53 
quoted as a way to synthesize the data into a single number. Uncertainties that arise from such a process and 54 
the choice of technique used within this Chapter are described in more detail in Box 2.2. 55 
 56 
[END BOX 2.1 HERE] 57 
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 1 
2.2 Changes in Atmospheric Composition 2 
 3 
2.2.1 Long-Lived Greenhouse Gases 4 
 5 
AR4 (IPCC, 2007a) concluded that increasing atmospheric burdens of long-lived greenhouse gases 6 
(LLGHG) resulted in a 9% increase in their radiative forcing from 1998 to 2005. While the atmospheric 7 
abundances of many LLGHG increased since 2005, there were decreases in the burdens of some ozone 8 
depleting substances (ODS) whose production and emissions were controlled by the Montreal Protocol on 9 
Substances that Deplete the Ozone Layer (1987; hereafter, ‘Montreal Protocol’). Based on updated in situ 10 
observations, this assessment concludes that these trends continue, resulting in a 7.5% increase in radiative 11 
forcing from 2005 to 2011, with CO2 contributing 80% of the increase. Of note is an increase in the average 12 
growth rate of atmospheric CH4 from ~0.5 ppb yr–1 during 1999 to 2006 to ~6 ppb yr–1 from 2007 through 13 
2011. Current observation networks are sufficient to quantify global annual mean burdens used to calculate 14 
radiative forcing and to constrain global emission rates, but they are not sufficient for accurately estimating 15 
regional scale emissions and how they are changing with time. 16 
 17 
The globally, annually averaged LLGHG mole fractions reported here are used in Chapter 8 to calculate 18 
radiative forcing, which totals 2.79 W m–2 since 1750. A direct, inseparable connection exists between 19 
observed changes in atmospheric composition and their emissions and losses (discussed in Chapter 6 for 20 
CO2, CH4, and N2O). A global GHG budget consists of the total atmospheric burden, total global rate of 21 
production or emission (i.e., sources), and the total global rate of destruction or removal (i.e., sinks). Precise, 22 
accurate systematic observations from independent globally distributed measurement networks are used to 23 
estimate global annual mean LLGHG mole fractions at Earth’s surface, and these allow estimates of global 24 
burdens. Emissions are predominantly from surface sources, which are described in Chapter 6 for CO2, CH4, 25 
and N2O. Direct use of observations of LLGHGs to model their regional budgets can also play an important 26 
role in emissions verification (Nisbet and Weiss, 2010). 27 
 28 
Systematic measurements of LLGHGs in ambient air began at various times during the last six decades, with 29 
earlier atmospheric histories being reconstructed from measurements of air trapped in polar ice cores or in 30 
firn. In contrast to the physical meteorological parameters discussed elsewhere in this chapter, measurements 31 
of LLGHGs are reported relative to standards developed from fundamental SI base units (SI = International 32 
System of Units) as dry-air mole fractions, a unit that is conserved with changes in temperature and pressure. 33 
This eliminates dilution by H2O vapour, which can reach 4% of total atmospheric composition. Here, the 34 
following abbreviations are used: ppm = µmol mol–1; ppb = nmol mol–1; and ppt = pmol mol–1. Unless noted 35 
otherwise, globally, an average of NOAA and AGAGE annually averaged surface mean mole fractions are 36 
described in Section 2.2.1; see Appendix 2.A for further species not listed here. 37 
 38 
Table 2.1 summarizes globally, annually averaged LLGHG mole fractions from four independent 39 
measurement programs. Sampling strategies and techniques for estimating global means and their 40 
uncertainties vary among programs. Differences among measurement programs are relatively small and will 41 
not add significantly to uncertainty in radiative forcing. Time series of the LLGHGs are plotted in Figures 42 
2.1 (CO2), 2.2 (CH4), 2.3 (N2O), and 2.4 (halogen-containing compounds). 43 
 44 
 45 
Table 2.1:Global annually averaged surface dry air mole fractions and their change since 2005 (columns labelled 2011–46 
2005) for LLGHGs from four measurement networks. Units are ppt (parts per trillion) except where noted (ppm = parts 47 
per million; ppb = parts per billion). Uncertainties are 90% confidence intervals.a GWP = Global Warming Potential 48 
from Chapter 8. 49 

 Lifetime GWP UCI UCI SIOb/AGAGE SIO/AGAGE NOAA NOAA 

Species (year) (100 year) 2011 2011–2005 2011 2011–2005 2011 2011–2005 

CO2 (ppm) --- 1 --- --- 390.48 ± 0.28 11.67 ± 0.37 390.44 ± 0.16 11.66 ± 0.13 

CH4 (ppb) ~9 25 1798.1 ± 0.6 26.6 ± 0.9 1803.1 ± 4.8 28.9 ± 6.8 1803.2 ± 1.2 28.6 ± 0.9 

N2O (ppb) 120 298 --- 
--- 
--- 324.0 ± 0.1 4.7 ± 0.2 324.3 ± 0.1 5.24 ± 0.14 
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SF6 3200 22,800 --- --- 7.26 ± 0.02 1.65 ± 0.03 7.31 ± 0.02 1.64 ±0.01 

CF4 50000 7,390 --- --- 79.0 ± 0.1 4.0 ± 0.2 --- --- 

C2F6 10000 12,200 --- --- 4.16 ± 0.02 0.50 ± 0.03 --- --- 

HFC-125 29 3,500 --- --- 9.58 ± 0.04 5.89 ± 0.07 --- --- 

HFC-134a 14 1,430 63.4 ± 0.9 27.7 ± 1.4 62.4 ± 0.3 28.2 ± 0.4 63.0 ± 0.6 28.2 ± 0.1 

HFC-143a 47.1 4,470 --- --- 12.04 ± 0.07 6.39 ± 0.10 --- --- 

HFC-152a 1.4 124 --- --- 6.4 ± 0.1 3.0 ± 0.2 --- --- 

HFC-23 222 14,800 --- --- 24.0 ± 0.3 5.2 ± 0.6 --- --- 

CFC-11 45 4,750 237.9 ± 0.8 –13.2 ± 0.8 236.9 ± 0.1 –12.7 ± 0.2 238.5 ± 0.2 –13.0 ± 0.1 

CFC-12 100 10,900 525.3 ± 0.8 –12.8 ± 0.8 529.5 ± 0.2 –13.4 ± 0.3 527.4 ± 0.4 –14.1 ± 0.1 

CFC-113 85 6,130 74.9 ± 0.6 –4.6 ± 0.8 74.29 ± 0.06 –4.25 ± 0.08 74.40 ± 0.04 –4.35 ±0.02 

HCFC-22 12 1,810 209.0 ± 1.2 41.5 ± 1.4 213.4 ± 0.8 44.6 ± 1.1 213.2 ± 1.2 44.3 ± 0.2 

HCFC-141b 9.3 725 20.8 ± 0.5 3.7 ± 0.5 21.38 ± 0.09 3.70 ± 0.1 21.4 ± 0.2 3.76 ± 0.03 

HCFC-142b 17.9 2,310 21.0 ± 0.5 4.9 ± 0.5 21.35 ± 0.06 5.72 ± 0.09 21.0 ± 0.1 5.73 ± 0.04 

CCl4 26 1,400 87.8 ± 0.6 –6.4 ± 0.5 85.0 ± 0.1 –6.9 ± 0.2 86.5 ± 0.3 –7.8 ± 0.1 

CH3CCl3 5 146 6.8 ± 0.6 –14.8 ± 0.5 6.3 ± 0.1 –11.9 ± 0.2 6.35 ± 0.07 –12.1 ± 0.1 
Notes: 1 
AGAGE = Advanced Global Atmospheric Gases Experiment; NOAA = National Oceanic and Atmospheric 2 
Administration, Earth System Research Laboratory, Global Monitoring Division; SIO = Scripps Institution of 3 
Oceanography, University of California, San Diego; UCI = University of California, Irvine, Department of Chemistry. 4 
HFC-125 = CHF2CF3; HFC-134a = CH2FCF3; HFC-143a = CF3CH3; HFC-152a = CH3CHF2; HFC-23 = CHF3; CFC-11 5 
= CFCl3; CFC-12 = CF2Cl2; CFC-113 = CF2ClCFCl2; HCFC-22 = CHF2Cl; HCFC-141b = CH3CFCl2; HCFC-142b = 6 
CH3CF2Cl. 7 
(a) Each program uses different methods to estimate uncertainties. (b) SIO reports only CO2; all other values reported in 8 
these columns are from AGAGE. 9 
Budget lifetimes are shown; for CH4 and N2O, perturbation lifetimes (12 year for CH4 and 114 year for N2O) are used 10 
to estimate global warming potentials.  11 
Pre-industrial (1750) values determined from air extracted from ice cores are below detection limits for all species 12 
except CO2 (278 ± 2 ppm), CH4 (722 ± 25 ppb), N2O (270 ± 7 ppb) and CF4 (34.7 ± 0.2 ppt). 13 
 14 
 15 
[INSERT FIGURE 2.1 HERE] 16 
Figure 2.1: a) Globally averaged CO2 dry air mole fractions from Scripps Institution of Oceanography (SIO) at 17 
monthly time resolution based on measurements from Mauna Loa, Hawaii and South Pole (red) and 18 
NOAA/ESRL/GMD at quasi-weekly time resolution (blue). SIO values are deseasonalized. b) Instantaneous growth 19 
rates for globally averaged atmospheric CO2 using the same colour code as in (a). Growth rates are calculated as the 20 
time derivative of the deseasonalized global averages. 21 
 22 
[INSERT FIGURE 2.2 HERE] 23 
Figure 2.2: a) Globally averaged CH4 dry air mole fractions from UCI (green), AGAGE (red), and NOAA/ESRL/GMD 24 
(blue) b) Instantaneous growth rate for globally averaged atmospheric CH4 using the same colour code as in (a). Growth 25 
rates were calculated as in Figure 2.1.  26 
 27 
[INSERT FIGURE 2.3 HERE] 28 
Figure 2.3: a) Globally averaged N2O dry air mole fractions from AGAGE (red) and NOAA/ESRL/GMD (blue). b) 29 
Instantaneous growth rates for globally averaged atmospheric N2O. Growth rates were calculated as in Figure 2.1. 30 
 31 
[INSERT FIGURE 2.4 HERE] 32 
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Figure 2.4: Globally averaged dry air mole fractions at Earth’s surface of the major halogen-containing LLGHGs. 1 
These are derived mainly using monthly mean measurements from the AGAGE and NOAA/ESRL/GMD networks. For 2 
clarity, only the most abundant chemicals are shown in different compound classes and results from different networks 3 
have been combined when both are available. While differences exist, different network measurements agree 4 
reasonably well (except for CCl4 (differences of 2–4% between networks) and HCFC-142b (differences of 3–6% 5 
between networks)) (see also WMO, 2011; Chapter 1). 6 
 7 
2.2.1.1 Kyoto Protocol Gases (CO2, CH4, N2O, HFCs, PFCs, and SF6) 8 
 9 
2.2.1.1.1 Carbon dioxide (CO2) 10 
Precise, accurate systematic measurements of atmospheric CO2 at Mauna Loa, Hawaii and South Pole were 11 
started by C. D. Keeling from Scripps Institution of Oceanography in the late-1950s (KEELING et al., 12 
1976a; Keeling et al., 1976b). The pre-industrial (1750) globally averaged abundance of atmospheric CO2 13 
based on measurements of air extracted from ice cores and from firn is 278 ± 2 ppm (Etheridge et al., 1996). 14 
Globally averaged CO2 mole fractions since the start of the instrumental record are plotted in Figure 2.1. The 15 
main features in the contemporary CO2 record are the long-term increase and the seasonal cycle resulting 16 
from seasonal photosynthesis and respiration by the terrestrial biosphere, mostly in the NH. The main 17 
contributors to increasing atmospheric CO2 abundance are fossil fuel combustion and land use change. 18 
Multiple lines of observational evidence suggest that during the past few decades, most of the increasing 19 
atmospheric burden of CO2 is from fossil fuel combustion (Tans, 2009). Since the last year for which the 20 
AR4 reported (2005), CO2 has increased by 11.7 ppm to 390.5 ppm in 2011 (Table 2.1). From 1980 to 2011, 21 
the average annual increase in globally averaged CO2 (from 1 Jan in one year to 1 Jan in the next year) was 22 
1.68 ppm yr–1

 (1 standard deviation = 0.55 ppm yr–1). Since 2001, CO2 has increased at 2.0 ppm yr–1 (1 23 
standard deviation = 0.30 ppm yr–1). The CO2 growth rate varies significantly from year to year; since 1980, 24 
the range in annual increase is 0.67 ± 0.14 ppm in 1992 to 2.90 ± 0.14 ppm in 1998. Most of this interannual 25 
variability (IAV) in growth rate is driven by small changes in the balance between photosynthesis and 26 
respiration on land, each having global fluxes of ~100 PgC yr–1 (see Chapter 6). 27 
 28 
2.2.1.1.2 Methane (CH4) 29 
Globally averaged CH4 in 1750 was 722 ± 25 ppb (after correction to the NOAA-2004 CH4 standard 30 
scale)(Dlugokencky et al., 2005; Etheridge et al., 1998), although human influences on the global CH4 31 
budget may have began much earlier than the industrial era (Ferretti et al., 2005; Ruddiman, 2003; 32 
Ruddiman, 2007). Direct atmospheric measurements of CH4 of sufficient spatial coverage to calculate global 33 
annual means began in 1978 and are plotted through 2011 in Figure 2.2a. This time period is characterized 34 
by a decreasing rate of increase (Figure 2.2b) from the early 1980s until 1998, stabilization from 1999 to 35 
2006, and an increasing global CH4 burden from 2007 to 2011 (Dlugokencky et al., 2009; Rigby et al., 36 
2008). Assuming no long-term trend in [OH], the observed decrease in CH4 growth rate from the early-1980s 37 
through 2006 indicates an approach to steady state where total global emissions have been approximately 38 
constant at ~550 Tg CH4 yr–1. Superimposed on the long-term pattern is significant IAV; studies of this 39 
variability are used to improve understanding of the global CH4 budget (see Chapter 6). The most likely 40 
drivers of increased atmospheric CH4 were anomalously high temperatures in the Arctic in 2007 and greater 41 
than average precipitation in the tropics during 2007 and 2008 (Bousquet, 2011; Dlugokencky et al., 2009). 42 
Observations of the difference in CH4 between zonal averages for northern and southern polar regions (53°–43 
90°) (Dlugokencky et al., 2009; Dlugokencky et al., 2011) suggest that, so far, it is unlikely that Arctic CH4 44 
emissions from wetlands and shallow sub-sea CH4 clathrates have measurably increased. 45 
 46 
Reaction with OH is the main loss process for CH4 (and for HFCs and HCFCs), and it is the largest term in 47 
the global CH4 budget. Therefore, trends and IAV in [OH] significantly impact our understanding of changes 48 
in CH4 emissions. AR4 reported no detectable trend in [OH] from 1979 to 2004, and there is no evidence 49 
from this assessment to change that conclusion for 2005 to 2011. Montzka et al., (2011a) analyzed 6 tracers 50 
whose atmospheric loss is predominantly by reaction with OH to show that IAV in global annual mean [OH] 51 
of more than a few percent is unlikely. 52 
 53 
2.2.1.1.3 Nitrous oxide (N2O) 54 
Globally averaged N2O in 2011 was 324.2 ppb, an increase of 5.0 ppb over the value reported for 2005 in 55 
AR4 (Table 2.1). This is an increase of 20% over the value estimated for 1750 from ice cores, 270 ± 7 ppb. 56 
Measurements of N2O and its isotopic composition in firn air suggest the increase, at least since the early 57 
1950s, is dominated by emissions from soils treated with nitrogen fertilizer and manure (Davidson, 2009; 58 
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Ishijima et al., 2007; Syakila and Kroeze, 2011). Since systematic measurements began in the late 1970s, 1 
N2O has increased at an average rate of ~0.75 ppb yr–1 (Figure 2.3); this, combined with a decreasing 2 
atmospheric burden of CFC-12 makes it the third most important LLGHG contributing to radiative forcing 3 
(Elkins and Dutton, 2011).  4 
 5 
There are persistent latitudinal gradients in annually averaged N2O at background surface sites, with maxima 6 
in the northern subtropics, values about 1.7 ppb lower in the Antarctic, and values about 0.4 ppb lower in the 7 
Arctic (Huang et al., 2008). These persistent gradients contain information about anthropogenic emissions 8 
from fertilizer use at northern mid-latitudes and natural ocean emissions in upwelling regions of the tropics. 9 
N2O time series also contain seasonal variations with peak-to-peak amplitudes of about 1 ppb in high 10 
latitudes of the NH and about 0.4 ppb at high southern and tropical latitudes. In the NH, exchange of air 11 
between the stratosphere (where N2O is destroyed by photochemical processes) and troposphere is the 12 
dominant contributor to observed seasonal cycles, not seasonality in emissions (Jiang et al., 2007). Nevison 13 
et al. (2011) found correlations between the magnitude of detrended N2O seasonal minima and lower 14 
stratospheric temperature providing evidence for a stratospheric influence on the timing and amplitude of the 15 
seasonal cycle at surface monitoring sites. In the SH, observed seasonal cycles are also affected by 16 
stratospheric influx, and by ventilation and thermal out-gassing of N2O from the oceans. 17 
 18 
2.2.1.1.4 HFCs, PFCs, and SF6 19 
The budgets of HFCs, PFCs, and SF6 were recently reviewed in Chapter One of the Scientific Assessment of 20 
Ozone Depletion: 2010 (Montzka et al., 2011b), so only a brief description is given here. The current 21 
atmospheric abundances of these species are summarized in Table 2.1 and plotted in Figure 2.4. 22 
 23 
Atmospheric HFC abundances are low and their contribution to radiative forcing is relatively small. 24 
However, as they replace CFCs and HCFCs phased out by the Montreal Protocol, their contribution to future 25 
climate forcing is projected to grow considerably in the absence of controls on global production (Velders et 26 
al., 2009).  27 
 28 
HFC-134a is a replacement for CFC-12 in automobile air conditioners and is also used in foam blowing 29 
applications. In 2011, it reached 62.5 ppt, an increase of 22.8 ppt since 2005. Based on analysis of high-30 
frequency measurements, the largest emissions occur in N. America, Europe, and East Asia (Stohl et al., 31 
2009). 32 
 33 
HFC-23 is a by-product of HCFC-22 production. Direct measurements of HFC-23 in ambient air from 5 sites 34 
began in 2007. The 2005 global annual mean used to calculate the increase since AR4 in Table 2.1, 5.2 ppt, 35 
is based on an archive of air collected at Cape Grim, Tasmania (Miller et al., 2010). In 2011, atmospheric 36 
HFC-23 was at 24.0 ppt. Its growth rate peaked in 2006 as emissions from developing countries increased, 37 
then declined as emissions were reduced through abatement efforts under the Clean Development 38 
Mechanism (CDM) of the UNFCCC. Estimates of total global emissions based on atmospheric observations 39 
and bottom-up inventories agree within uncertainties (Miller et al., 2010; Montzka et al., 2010). Currently, 40 
the largest emitter of HFC-23 is China (Kim et al., 2010; Stohl et al., 2010; Yokouchi et al., 2006); 41 
developed countries emit <20% of the global total. Keller et al. (2011) found that emissions from developed 42 
countries may be larger than those reported to the UNFCCC, but their contribution is small. The lifetime of 43 
HFC-23 was revised from 270 to 222 years since AR4 (WMO, 2011). 44 
 45 
After HFC-134a and HFC-23, the next most abundant HFCs are HFC-143a at 12.04 ppt in 2011, 6.39 ppt 46 
greater than in 2005; HFC-125 (O'Doherty et al., 2009) at 9.58 ppt , increasing by 5.89 ppt since 2005; HFC-47 
152a (Greally et al., 2007) at 6.4 ppt with a 3.0 ppt increase since 2005; and HFC-32 at 4.92 ppt in 2011, 48 
3.77 ppt greater than in 2005. Since 2005, all of these are increasing exponentially except for HFC-152a, 49 
whose growth rate slowed considerably in ~2007 (Figure 2.4). HFC-152a has a relatively short atmospheric 50 
lifetime of 1.5 years, so its growth rate will respond quickly to changes in emissions. Its major uses are as a 51 
foam blowing agent and aerosol spray propellant while HFC-143a, HFC-125, and HFC-32 are mainly used 52 
as components in refrigerant blends. The reasons for slower growth in HFC-152a since ~2007 are unclear. 53 
Total global emissions of HFC-125 estimated from the observations are within ~20% of emissions reported 54 
to the UNFCCC, after accounting for estimates of emissions from East Asia.  55 
 56 
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CF4 and C2F6 (PFCs) have lifetimes of 50 kyr and 10 kyr, respectively, and they are emitted as by-products 1 
of aluminium production and used in plasma etching of electronics. CF4 has a natural lithospheric source 2 
(Deeds et al., 2008) with a pre-industrial level (about 1750) determined from Greenland and Antarctic firn 3 
air of 34.7 ± 0.2 ppt (Muhle et al., 2010; Worton et al., 2007). In 2011, atmospheric abundances were 79.0 4 
ppt for CF4, increasing by 4.0 ppt since 2005, and 4.16 ppt for C2F6, increasing by 0.50 ppt. The sum of 5 
emissions of CF4 reported by aluminium producers and for non-aluminium production in EDGAR (Emission 6 
Database for Global Atmospheric Research) v4.0 only accounts for about half of global emissions inferred 7 
from atmospheric observations (Muhle et al., 2010). For C2F6, emissions reported to the UNFCCC are also 8 
substantially lower than those estimated from atmospheric observations (Muhle et al., 2010).  9 
 10 
The main sources of atmospheric SF6 emissions are electricity distribution systems, magnesium production, 11 
and semi-conductor manufacturing. Global annual mean SF6 in 2011 was 7.28 ppt, increasing by 1.65 ppt 12 
since 2005. SF6 has a lifetime of 3200 years, so its emissions accumulate in the atmosphere and can be 13 
estimated directly from its observed rate of increase. Levin et al. (2010) and Rigby et al. (2010) showed that 14 
SF6 emissions decreased after 1995, most likely because of emissions reductions in developed countries, but 15 
then increased after 1998. During the past decade, they found that actual SF6 emissions from developed 16 
countries are at least twice the reported values. 17 
 18 
2.2.1.2 Montreal Protocol Gases (CFCs, Chlorocarbons, HCFCs, and Halons) 19 
 20 
CFC atmospheric abundances are decreasing (Figure 2.4) because of the successful reduction in emissions 21 
resulting from the Montreal Protocol. By 2010, emissions from ODSs had been reduced by ~11 PgCO2-eq 22 
yr–1 (after reductions for stratospheric O3 depletion and use of HFCs); this is 5 to 6 times the reduction target 23 
of the first commitment period (2008–2012) of the Kyoto Protocol (2 PgCO2-eq yr–1) (Velders et al., 2007). 24 
Recent observations in Arctic and Antarctic firn air further confirm that emissions of CFCs are entirely 25 
anthropogenic (Martinerie et al., 2009; Montzka et al., 2011b). CFC-12 has the largest atmospheric 26 
abundance and GWP-weighted emissions of the CFCs. Its tropospheric abundance peaked during 2000–27 
2004. Since AR4, its global annual mean mole fraction declined 13.7 ppt to 528.4 ppt in 2011. CFC-11 28 
continued the decrease that started in the mid-1990s, by 12.8 ppt since 2005. In 2011, CFC-11 was 237.7 ppt. 29 
CFC-113 decreased by 4.3 ppt since 2005 to 74.3 ppt in 2011. A discrepancy exists between top-down and 30 
bottom-up methods for calculating CFC-11 emissions (Montzka et al., 2011b). Emissions calculated using 31 
top-down methods come into agreement with bottom-up estimates when a lifetime of 64 years is used for 32 
CFC-11 in place of the accepted value of 45 years; this longer lifetime (64 years) is at the upper end of the 33 
range estimated by Douglass et al. (2008) in a study of the CFC-11 lifetime with models that more accurately 34 
simulate stratospheric circulation. Future emissions of CFCs will largely come from ‘banks’ (i.e., material 35 
residing in existing equipment or stores) rather than current production. 36 
 37 
The mean decrease in globally, annually averaged CCl4 based on NOAA and AGAGE measurements since 38 
2005 was 7.4 ppt, with an atmospheric abundance of 85.7 ppt in 2011; decreases reported by each lab do not 39 
agree within their stated uncertainties (Table 2.1). The observed rate of decrease and interhemispheric 40 
difference of CCl4 suggest that emissions determined from the observations are on average greater and less 41 
variable than bottom-up emission estimates, although large uncertainties in the CCl4 lifetime result in large 42 
uncertainties in the top-down estimates of emissions (Montzka et al., 2011b). CH3CCl3 has declined 43 
exponentially for about a decade, decreasing by 12.0 ppt since 2005 to 6.3 ppt in 2011. Because its 44 
atmospheric loss is dominated by reaction with hydroxyl radical (OH), CH3CCl3 has been used extensively 45 
to estimate globally averaged OH concentrations (e.g., Prinn et al., 2005). Montzka et al. (2011a) exploited 46 
the exponential decrease and small emissions in CH3CCl3 to show that interannual variations in OH 47 
concentration from 1998 to 2007 are 2.3 ± 1.5%, which is consistent with estimates based on other species 48 
including CH4, C2Cl4, CH2Cl2, CH3Cl, and CH3Br. 49 
 50 
HCFCs are classified as ‘transitional substitutes’ by the Montreal Protocol, so their global production and 51 
use will ultimately be phased out, but their global production is not currently capped and, based on changes 52 
in observed spatial gradients, there has likely been a shift in emissions within the NH from regions north of 53 
about 30°N to regions south of 30°N (Montzka et al., 2009). As a result, global levels of the three most 54 
abundant HCFCs in the atmosphere continue to increase. HCFC-22 increased by 44.5 ppt since 2005 to 55 
213.0 ppt in 2011. Developed country emissions of HCFC-22 are decreasing, and the trend in total global 56 
emissions is driven by large increases from South and Southeast Asia (Saikawa et al., 2012). HCFC-141b 57 
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increased by 3.7 ppt since 2005 to 21.4 ppt in 2011, and for HCFC-142b, the increase was 5.73 ppt to 21.1 1 
ppt in 2011. The rates of increase in these 3 HCFCs increased since 2004, but the change in HCFC-141b 2 
growth rate was smaller and less persistent than for the others, which approximately doubled from 2004 to 3 
2007 (Montzka et al., 2009).  4 
 5 
2.2.2 Short-Lived Greenhouse Gases and Other Climate Relevant Gases 6 
 7 
This section covers observed trends in stratospheric water vapour; stratospheric and tropospheric ozone (O3); 8 
the O3 precursor gases, nitrogen dioxide (NO2) and carbon monoxide (CO); and column and surface aerosol. 9 
Since trend estimates from the cited literature are used here, issues such as data records of different length, 10 
potential lack of comparability among measurement methods, and different trend calculation methods, add to 11 
the uncertainty in assessing trends.  12 
 13 
2.2.2.1 Stratospheric H2O Vapour 14 
 15 
Stratospheric H2O vapour has an important role in the Earth’s radiative balance and in stratospheric 16 
chemistry. Increased stratospheric H2O vapour causes the troposphere to warm and the stratosphere to cool 17 
(Solomon et al., 2010), and also causes increased rates of stratospheric O3 loss. Stratospheric water vapour 18 
mainly enters across the cold tropical tropopause, causing extreme dryness and a large annual cycle in 19 
stratospheric H2O. Other contributions include oxidation of methane within the stratosphere, and possibly 20 
direct injection of H2O vapour in overshooting deep convection (Schiller et al., 2009). AR4 reported that 21 
stratospheric H2O vapour showed significant long-term variability and an upward trend over the last half of 22 
the 20th Century, but no net increase since 1996. This updated assessment finds a significant decrease in 23 
stratospheric H2O from 2000 to 2001 and a subsequent increase since 2005 that have been observed by 24 
independent measurement techniques.  25 
 26 
The longest continuous time series of stratospheric water vapour abundance is from in situ measurements 27 
made with frost point hygrometers starting in 1980 over Boulder, USA (40°N, 105°W) (Scherer et al., 2008). 28 
These observations have been complemented by long-term global satellite observations from SAGE II 29 
(1984–2005; Stratospheric Aerosol and Gas Experiment II), HALOE (1991–2005; HALogen Occultation 30 
Experiment (RUSSELL et al., 1993)), Aura MLS (2004–present; Microwave Limb Sounder (Read et al., 31 
2007)) and Envisat MIPAS Michelson Interferometer for Passive Atmospheric Sounding for 2002–2012 32 
(Milz et al., 2005; von Clarmann et al., 2009)). Some discrepancies in water vapour mixing ratios from these 33 
different instruments can be attributed to differences in the vertical resolution of measurements. For 34 
example, offsets of up to 0.5 ppm in lower stratospheric water vapour mixing ratios exist between the most 35 
current versions of HALOE (v20) and Aura MLS (v3.3) retrievals during their 16-month period of overlap 36 
(2004 to 2005), although such biases can be adjusted to generate long-term records. 37 
 38 
Observed anomalies in stratospheric H2O from the near-global combined HALOE+MLS record (1992–2011) 39 
(Figure 2.5) include effects linked to the stratospheric quasi-biennial oscillation (QBO), plus a step-like drop 40 
after 2001 (noted in AR4), and an increasing trend since 2005. Variability during 2001–2011 was large yet 41 
there were small changes from 1992 through 2011. These inter-annual water vapour variations for the 42 
satellite record are closely linked to observed changes in tropical tropopause temperatures (Fueglistaler and 43 
Haynes, 2005; Randel et al., 2006; Rosenlof and Reid, 2008; Randel, 2010), providing reasonable 44 
understanding of observed changes. The longer record of Boulder balloon measurements (1980–2011) has 45 
been updated and revised (Scherer et al., 2008; Hurst, 2011), showing decadal-scale variability and a long-46 
term stratospheric (16–26 km) increase of 1.0 ± 0.2 ppm for 1980–2010. Agreement between inter-annual 47 
changes inferred from the Boulder and HALOE+MLS data is good for the period since 2000 but was poor 48 
during 1992–1996. About 30% of the positive trend during 1980–2010 determined from frost point 49 
hygrometer data (Hurst, 2011; Fujiwara et al., 2010) can be explained by increased production of H2O from 50 
CH4 oxidation (Rohs et al., 2006), but the remainder can not be explained by changes in tropical tropopause 51 
temperatures (Fueglistaler and Haynes, 2005).  52 
 53 
Since AR4, new studies characterize the uncertainties in measurements from individual types of in situ H2O 54 
sensors (Vomel et al., 2007a; Vomel et al., 2007b; Weinstock et al., 2009), but discrepancies between 55 
different instruments (50 to 100% at H2O mixing ratios less than 10 ppm), particularly for high-altitude 56 
measurements from aircraft, remain largely unexplained. 57 
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 1 
In summary, near-global satellite measurements of stratospheric H2O for 1992–2011 show substantial 2 
variability, with a step-like decrease after 2000 and increases since 2005, but the net change during 1992–3 
2011 is small. There is good understanding of the relationship between the satellite-derived H2O variations 4 
and tropical tropopause temperature changes. Stratospheric H2O changes from temporally sparse balloon-5 
borne observations at one location (Boulder, Colorado) are in good agreement with satellite observations 6 
from 2000 to present, but a discrepancy exists for changes during the 1990s. Long-term balloon 7 
measurements from Boulder indicate a net increase of 1.0 ± 0.2 ppm over 16–26 km for 1980–2010, 8 
although these long-term increases cannot be fully explained by changes in tropical tropopause temperatures 9 
and methane oxidation. 10 
 11 
[INSERT FIGURE 2.5 HERE] 12 
Figure 2.5: Top: De-seasonalized near-global water vapour anomalies in the lower stratosphere (16–19 km) from 13 
merged HALOE (black) and MLS (blue) measurements (updated from (Randel, 2010). Bottom: Balloon-borne 14 
measurements of stratospheric water vapour from Boulder, Colorado (green dots, with green curve showing smoothed 15 
variations), compared with monthly HALOE+MLS satellite measurements over 30–50°N. Both data sets have been de-16 
seasonalized and normalized for the period 2000–2011. 17 
 18 
2.2.2.2 Stratospheric Ozone 19 
 20 
AR4 briefly discussed stratospheric ozone trends, and reported the radiative forcing of stratospheric ozone 21 
between pre-industrial and 2005 to be –0.05 ± 0.10 W m–2, with medium scientific understanding.  22 
 23 
Total ozone is a good proxy for stratospheric ozone, since tropospheric ozone accounts for only about 10% 24 
of the total ozone column. Long-term total ozone changes over various latitudinal belts, derived from Weber 25 
et al. (2012), are illustrated in Figure 2.6 (a-d). Annually averaged total column ozone declined during the 26 
1980s and early 1990s and has remained constant for the past decade, about 3.5% below the 1964–1980 27 
average for the entire globe, and 2.5% for 60°S–60°N. There is no statistically significant ozone trend in the 28 
tropics. SH and NH mid-latitude (30°–60°) annual mean total column ozone amounts have remained at the 29 
same level for the past decade, approximately 6% and 3.5% below the 1964–1980 average respectively. In 30 
theNH, a minimum about 5.5% below the 1964–1980 average was reached in 1993 and was primarily caused 31 
by ozone loss through heterogeneous reactions on volcanic aerosols from Mt. Pinatubo.  32 
 33 
There are two altitude regions mainly responsible for long-term changes in total column ozone (Douglass et 34 
al., 2011). In the upper stratosphere (35–45 km), which is subject to halogen-catalyzed O3 loss from ODSs, 35 
there was a strong and statistically significant decline (6–8% per decade) up to the mid-1990s and a near-36 
zero or slightly positive trend thereafter. The lower stratosphere, between 20 and 25 km over mid-latitudes, 37 
also experienced a statistically significant decline of about 4 to 5% per decade (7–8% total decline) between 38 
1979 and the mid-1990s, followed by stabilization or a slight (2–3%) ozone increase.  39 
 40 
Springtime averages of total ozone poleward of 60° latitude in the Arctic and Antarctic are shown in Figure 41 
2.6e. Inter-annual variability in polar stratospheric ozone abundance and chemistry is driven by variability in 42 
temperature and transport due to year-to-year differences in dynamics. This variability is particularly large in 43 
the Arctic where large depletion occurred in 2011 (Manney et al., 2011). 44 
 45 
There is high confidence in the observed stratospheric ozone declines from ~1980 through the mid-1990s, a 46 
partial recovery to ~2000, followed by stratospheric O3 remaining constant until 2010, but still 2.5% below 47 
the 1964–1980 mean. For further discussion regarding changes in stratospheric dynamics see Section 2.7.7 48 
and Chapter 8 for radiative forcing resulting from stratospheric ozone change. 49 
 50 
[INSERT FIGURE 2.6 HERE] 51 
Figure 2.6: Zonally averaged, annual mean total column ozone in Dobson Units (DU; 1 DU = 2.69 × 1016 O3 cm–2) of 52 
ground-based measurements combining Brewer, Dobson, and filter spectrometer data (red), merged 53 
BUV/SBUV/TOMS/OMI MOD V8 (blue) and GOME/SCIAMACHY/GOME-2, ‘GSG’ (green), for a) 60°S–60°N, b) 54 
30°N–60°N (NH), c) 15°S–15°N (tropics), and d) 30°S–60°S (SH). e) March and October polar total column ozone in 55 
the NH and SH, respectively. Adapted from Weber et al. (2012). 56 
 57 
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2.2.2.3 Tropospheric Ozone 1 
 2 
Tropospheric ozone is a short-lived trace gas that either originates in the stratosphere or is produced in situ 3 
by precursor gases and sunlight. Tropospheric ozone is an important climate forcer (Chapter 8) and elevated 4 
levels of surface ozone impact human health and vegetation. The paucity of long-term measurements and its 5 
average atmospheric lifetime of a few weeks make the assessment of long-term global ozone trends 6 
challenging. AR4 reported regional and seasonal long-term ozone trends varying in magnitude and sign. 7 
Since AR4 new studies have provided an improved understanding of global tropospheric ozone distribution 8 
and long-term regional trends, with some time series beginning in the 1950s, but most in the 1990s. New 9 
time-series for Eastern Asia are now available. 10 
 11 
Satellite-based tropospheric column ozone (TCO) in the tropics and mid-latitudes show a greater burden in 12 
the NH than the SH. In the NH ozone peaks during summer at 35°–40° with the strongest enhancements 13 
stretching from the eastern USA to southern Europe, and from East Asia into the western North Pacific. The 14 
SH peak occurs in Austral spring at 25°–30° within a band stretching from Brazil eastward to Australia 15 
(Ziemke et al., 2011). TCO trend analyses are few, however an analysis of the Pacific Ocean found no trend 16 
in the tropics but significant positive trends in the mid-latitudes of both hemispheres during 1979–2003 17 
(Ziemke et al., 2005). Consistently, Beig and Singh (2007) did not find TCO trends across much of the 18 
tropical Pacific for 1979–2005, but did find significant positive trends across broad regions of the tropical 19 
South Atlantic, India, southern China, Southeast Asia, Indonesia and the northern tropics downwind of 20 
China. 21 
 22 
Tropospheric ozone also varies with altitude, a property difficult to assess with satellite retrievals. Presently, 23 
long-term trends at the surface and at specific levels in the free troposphere are only available from sites with 24 
high quality in situ measurements. Many sites are clustered in just a few regions, while large areas, 25 
especially the tropics and SH are sparsely sampled. An overview of surface and free tropospheric ozone 26 
trends measured around the globe is presented in Appendix 2.A. Ozone time series from several sites that are 27 
regionally representative (i.e., not strongly influenced by local emissions) of tropospheric chemical 28 
composition are shown in Figure 2.7. Annual average ozone levels range from less than 20 ppb at Samoa to 29 
more than 70 ppb at Mt Happo, Japan. The largest ozone increases have occurred at northern mid-latitudes 30 
where anthropogenic emissions are concentrated.  31 
 32 
[INSERT FIGURE 2.7 HERE] 33 
Figure 2.7: Annually averaged surface ozone mixing ratios from regionally representative monitoring sites around the 34 
world. Top: Europe with trend lines fit through the data prior to 2000 when ozone was generally increasing. Middle: 35 
East Asia and western North America. Bottom: Remote sites in the NH and SH. Time series include data from all times 36 
of day and trend lines are linear regressions described in Parrish et al. (2012). 37 
 38 
Many surface sites exhibit no significant ozone trend. These sites tend to sample air masses with little recent 39 
influence from anthropogenic emissions (Appendix 2.A). Surface sites with significantly increasing ozone 40 
are not always associated with regional increases in anthropogenic emissions. In East Asia, where emissions 41 
are growing faster than any other region on Earth, almost all surface sites show increasing ozone. However, 42 
in the western USA where emissions are decreasing, springtime ozone is increasing at rural coastal sites and 43 
at many of the available inland rural sites, possibly due to its location downwind of Asia (Cooper, 2012; 44 
Jacob et al., 1999). Ozone is generally increasing in winter at nearly half of the rural sites in the eastern USA 45 
for as yet unknown reasons (Cooper, 2012). Ozone increased in Europe from the 1950s and 1970s until 46 
approximately 2000. Emissions increased in Europe and North America up until the 1980s, then levelled off 47 
and began to decrease in the 1990s. The continued increase of ozone during the 1990s is unexpected 48 
considering Europe’s decreasing emissions (Logan et al., 2012). Smaller surface ozone increases have also 49 
been detected in remote locations such as the Canadian Arctic (Alert), Hawaii (Mauna Loa), the Western 50 
North Atlantic (Bermuda) in winter and summer, the South Atlantic mid-latitudes, the Eastern South Atlantic 51 
tropics, and southern Australia (Cape Grim). 52 
 53 
Significant regional decreases in surface ozone have occurred where there have been strong decreases in 54 
local emissions: Europe since 2000; median values in rural eastern USA in spring and summer since 1990; 55 
and highest ozone values at many urban sites across the USA since 1980 (Lefohn et al., 2010). 56 
 57 
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In the free troposphere, ozone trends are difficult to assess on a global basis due to the limited number of 1 
measurement sites, but increasing ozone has been detected more generally than decreasing ozone, with 2 
regional summaries given in Appendix 2.A.  3 
 4 
2.2.2.4 Carbon Monoxide (CO) and Nitrogen Dioxide (NO2) 5 
 6 
Emissions of CO, VOCs and (NOx = NO + NO2) do not have a direct effect on radiative forcing, but 7 
indirectly influence OH, CH4 and tropospheric O3 abundance. Due to space limitations, trends in VOCs have 8 
not been assessed in this section. 9 
 10 
AR4 did not assess current trends in atmospheric CO based on observations. The major sources of 11 
atmospheric CO are in situ production by oxidation of hydrocarbons (mostly CH4 and isoprene) and direct 12 
emission resulting from incomplete combustion of biomass and fossil fuels. An analysis of MOPITT and 13 
AIRS satellite data suggest a clear decline of CO columns for the period 2002–2010 over a number of 14 
polluted regions in Europe, North America and Asia with a global trend of about –1% yr–1 (Fortems-Cheiney 15 
et al., 2011; Worden et al., 2012b; Yurganov et al., 2010). Recent analysis of MOPITT and AIRS including 16 
TES and IASI data for recent overlapping years shows qualitatively similar decreasing trends (Worden et al., 17 
2012a), but the magnitude of trends remains uncertain due to the presence of instrument drifts. Small CO 18 
decreases observed in the NOAA and AGAGE networks are consistent with slight declines in global 19 
anthropogenic CO emissions over the same time (Appendix 2.A).  20 
 21 
Due to its short atmospheric lifetime (hours), NOx concentrations are highly variable in time and space. AR4 22 
described the potential of satellite observations of NO2 to verify and improve NOx emission inventories and 23 
their trends and reported strong NO2 increases by 50% over the industrial areas of China from 1996–2004. 24 
An extension of this analysis reveals increases between a factor of 1.7 and 3.2 over parts of China, while 25 
over Europe and the US NO2 has decreased by 30 to 50% between 1996 and 2010.  26 
 27 
Figure 2.8 shows the changes relative to 1996 in satellite derived tropospheric NO2 columns, with a strong 28 
upward trend over Central Eastern China and an overall downward trend in Europe and the US. Decreases 29 
over Western Europe and Poland are only observed until 2003, with only small changes afterwards. In 30 
contrast, NO2 reductions in the US are most pronounced after 2004, related to differences in effectiveness of 31 
NOx emission abatements in the US and Europe. Increasingly, satellite data are used to derive trends in 32 
anthropogenic NOx emissions (Castellanos and Boersma, 2012), reporting overall increases in global 33 
emissions, driven by Asian emission increases of up to 29% yr–1 (1996–2006), while moderate decreases up 34 
to 7% yr–1 (1996–2006) are reported for North America and Europe.  35 
 36 
[INSERT FIGURE 2.8 HERE] 37 
Figure 2.8: Relative changes in tropospheric NO2 column amounts, normalized for 1996, derived from two 38 
instruments, the Global Ozone Monitoring Experiment (GOME) from 1996 to 2002 and the Scanning Imaging 39 
Spectrometer for Atmospheric Cartography (SCIAMACHY) from 2003 to 2010. Updated from (Richter et al., 2005). 40 
 41 
2.2.3 Aerosols 42 
 43 
This section assesses trends in aerosol resulting from both anthropogenic and natural emissions. Chapter 7 44 
provides additional discussion of aerosol properties, Chapter 8 evaluates the radiative forcing of aerosol, and 45 
Chapter 11 assesses air quality-climate change interactions. Due to the short lifetime (days to weeks) of 46 
aerosol, trends in anthropogenic aerosol are mainly confined to polluted regions in the NH. Natural aerosols 47 
(such as desert dust, sea salt, volcanic and biogenic aerosols) are important in both hemispheres, and are also 48 
important for both direct and indirect aerosol interactions. Changes in natural aerosols are likely to result 49 
from climate and land-use use change (Carslaw et al., 2010). However, data on the trends in natural aerosols 50 
are even more limited compared to those for anthropogenic aerosols (Mahowald et al., 2010).  51 
 52 
2.2.3.1 Aerosol Optical Depth (AOD) from Remote Sensing 53 
 54 
AOD is a measure of the integrated columnar aerosol load and an important parameter for evaluating aerosol 55 
direct radiative forcing. AR4 described early attempts to retrieve AOD from satellites but did not provide 56 
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estimates on temporal changes in tropospheric aerosol. Better aerosol satellite sensors and ground-based sun-1 
photometer networks provide an opportunity to assess local and regional AOD trends for the last 15 years.  2 
 3 
AOD can be relatively accurately determined with sun-photometers that measure the direct solar intensity 4 
during cloud-free conditions. AERONET (AErosol RObotic NETwork) is a global sun photometer network, 5 
with densest coverage over Europe and North America. AERONET AOD temporal trends at sun-photometer 6 
sites (Holben et al., 1998) were examined in independent studies (de Meij et al., 2012; Hsu et al., 2012; 7 
Yoon et al., 2012) , using different data selection and statistical methods. Table 2.2 summarizes AOD trends 8 
at regionally representative stations. For the last decade, AERONET data show increasing AOD trends over 9 
the Arabian Peninsula, and eastern and southern Asia. Handheld sun photometer time-series (Krishna 10 
Moorthy et al., 2012) confirm increasing AOD during the last decade over southern Asia. In contrast, de 11 
Meij et al (2012) reported decreasing AOD trends at more than 80% of European and North American sites. 12 
In Europe, AOD trends are less negative and even slightly positive near cities, whereas stronger decreasing 13 
AOD trends occur over rural sites. In India, however, increases are stronger in rural regions than in cities. 14 
Decreasing AOD trends are observed near the west coast of Africa, where aerosol loads are dominated by 15 
Saharan dust outflow. Large AOD trends, positive and negative, are detected in central Africa, associated 16 
with strong inter-annual variability related to wildfires and dust emissions.  17 
 18 
Cloud screened, ground-based solar broadband radiometer measurements provide longer time-records than 19 
sub-spectral sun-photometer data, but they are less accurate. A recent study investigating multi-decadal 20 
records over Japan (Kudo et al., 2011) derived an AOD increase until the mid-1980s, followed by an AOD 21 
decrease until the late 1990s and almost constant AOD in the 2000s. Similar multi-decadal trends have been 22 
observed for urban-industrial regions of Europe and North America, linked to successful measures to reduce 23 
sulphate emissions since the mid-1980s.  24 
 25 
Aerosol products from dedicated satellite sensors complement surface based AOD with global coverage. The 26 
accuracy of the AOD derived from satellites strongly depends on how well the retrieval removes scenes 27 
contaminated by clouds and correctly subtracts the surface (background) signal. The accuracy of retrieved 28 
AOD over oceans is usually better over ocean. AOD trends from 2000 to 2009 over oceans from carefully 29 
cloud-screened MODIS data (Zhang and Reid, 2010) are presented in Figure 2.9. For 2000–2009, strongly 30 
increasing AOD trends are displayed over southern and eastern Asia coastal waters, suggesting similar trends 31 
over adjacent land regions. Trends of increasing AOD are also observed over most tropical oceans. Negative 32 
AOD trends are rare and only observed over coastal regions of Europe and near the US east coast, in 33 
agreement with decreasing AOD trends from surface observations over Europe and the US. These regional 34 
changes are consistent with an analysis of AVHRR trends, updated from Mishchenko et al (Mishchenko et 35 
al., 2007a), except over the Southern Ocean (45°S–60°S) where Zhang and Reid (2010) do not find 36 
significant trends. Increasing trends over a number of open ocean regions were also reported forATSRR-2 37 
data (Thomas et al., 2010). 38 
  39 
[INSERT FIGURE 2.9 HERE] 40 
Figure 2.9: Trends in aerosol optical depth (AOD) for the ten-year period 2000–2009, based on de-seasonalized, 41 
conservatively cloud-screened MODIS aerosol data over oceans (Zhang and Reid, 2010). Negative AOD trends off 42 
Mexico are due to enhanced volcanic activity at the beginning of the record. Most non-zero trends are significant at 43 
95% confidence levels (Zhang and Reid, 2010). 44 
 45 
Recently, re-processed SeaWiFS AOD data over both oceans and land were evaluated from 1998 to 2010 46 
(Hsu et al., 2012). Seasonal AOD trends of SeaWiFS are presented in Figure 2.10. The sign and magnitude 47 
of SeaWiFS continental AOD trends are in good agreement with almost all regional AOD trends suggested 48 
by ground-based sun-photometer data (Table 2.2). The strong positive AOD trend over the Arabian 49 
Peninsula occurs mainly during spring (MAM) and summer (JJA), during times of dust transport. The 50 
positive AOD trend over southern and eastern Asia is strongest during the dry seasons (DJF, MAM), when 51 
reduced wet deposition allows anthropogenic aerosol to accumulate in the troposphere. AOD trends over the 52 
Saharan outflow region off western Africa display the strongest regional AOD trend variability, with AOD 53 
increases only in spring but otherwise strong AOD decreases during the other seasons.  54 
 55 
[INSERT FIGURE 2.10 HERE] 56 
Figure 2.10: Trends in aerosol optical depth (AOD) using SeaWiFS data from 1998 to 2010 (Hsu et al., 2012).  57 
 58 
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Observed decreases in AOD over Europe and the US as well as observed increases in AOD over southern 1 
and eastern Asia (especially there during the dry season) are consistent with reported temporal trends in 2 
anthropogenic emissions. The analyses of more recent satellite and AERONET trends do not confirm a 3 
continuation of decreasing AOD trends over the oceans after 2000 (see Section 2.3 for a discussion on 4 
‘global brightening’), as suggested by earlier analyses of AVHRR sensor products (Cermak et al., 2010; 5 
Mishchenko et al., 2007a). However, analysis of longer over-lapping multi-annual time series is needed to 6 
corroborate this finding. 7 
 8 

Recent ground and satellite based remote sensing of AOD reported both positive (eastern and southern Asia) 9 
and negative AOD trends for regions affected by anthropogenic pollution (Europe and Eastern USA) 10 
(medium agreement, robust evidence). Trends in regions with strong aerosol load inter-annual variability, 11 
e.g.,, due to wildfires or dust, are less robust. Vast regions of the world do not display significant aerosol 12 
trends over the last decades, and consequently no global tropospheric AOD trend can be detected.  13 
 14 
 15 
Table 2.2: AERONET retrieved trend in Aerosol Optical Depth at selected ground-based monitoring sites worldwide 16 
from 3 studies (de Meij et al., 2012; Hsu et al., 2012; Yoon et al., 2012). Trends are ordered in magnitude intervals. 17 
Qualitative indication on change in aerosol size from Yoon et al. (2012) reported for Angstrom parameter change larger 18 
than 0.015 yr–1. Hsu et al (2012) investigated AOD trends at 12 AERONET sites with data coverage of at least ten 19 
years. Yoon et al. . (2012) investigated trends at 14 AERONET sites with data coverage varying between four and 20 
twelve years. De Meij et al. (2012) investigated AOD trends at more than 60 AERONET sites for years from 2000 to 21 
2009, mostly located in the USA (20) and Europe (20). 22 

Hsu et al 
(2012) 

Yoon et al. 
(2012) 

De Meij et 
al. (2012)  

Trend 
Interval 
 

AOD-trend [yr–1] 

AERONET Site  Longitude Latitude Region Aerosol Size 

+.018a +.008  Solar Village 46°E 25°N Arabia  
  +.025b +.003 Beijing/Xianghe 116°E 40°N E. Asia Increasing 
 +.010b +.023 Ouagadougou 1°W 12°N Cent. Africa Decreasing 
+.009a +.003 +.013 Banizoumbou 3°E 14°N Cent. Africa  
 +.007b  Mongu 23°E 15°S S. Africa  

> +.0030 
(strongly 
positive)  

  +.006 Kanpur 80°E 27°N S. Asia  

+.0014   La Paguera 67°W 18°N Trop.Caribic  
+.0013a   Nauru 167°E 1°S Trop. Pacific  
+.0012   Ascension Is. 14°W 8°S Trop. Atlantic  
 +.0013b  Avignon 5°E 45°N Europe Decreasing 

> +.0005 
< +.0030 
(weakly 
positive)  

+.0005  +.009 Alta Floresta 56°W 10°S S. America  

+.0002   Tahiti 159°W 18°S Trop.Pacific  
+.0001 +.0007  Shiharama 135°E 34°N Japan Decreasing 

< +.0005  
> –.0005 
(no trend)  +.0000 –.003 MD-Science 77°W 39°N East US Increasing 

–.0010   COVE 76°W 37°N East US  
 –.002b –.0012 Seviletta 107°W 34°N West US Increasing 

< –.0005  
> –.0030 
(weakly 
negative)  –.003b –.0002 Sede Boker 35°E 31°N Mid East Increasing 

–.004a –.002 –.002 GSFC 77°W 39°N East US  
  –.004 Tomsk 85°E 57°N N. Asia  
–.004a   Cape Verde 23°W 17°N off W. Africa  
 –.005b  Dakar 17°W 14°N W. Africa Increasing 
 –.005 –.011 Ispra 9°E 45°N S. Europe  
–.009a  –.008 Leipzig 12°E 51°N Cent. Europe  
  –.012 Minsk 27°E 54°N E. Europe  

< –.0030 
(strongly 
negative)  

  –.023 Ilorin 4°E 8°N Cent. Africa  
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Notes: 1 
(a) significant at p=0.95 2 
(b) 6 years or less data. 3 
 4 
 5 
2.2.3.2 In Situ Surface Aerosol Measurememts 6 
 7 
AR4 did not report trends in long-term surface-based in situ measurements of particulate matter, its 8 
components or properties. This section summarizes reported trends of PM10, PM2.5 (particulate matter with 9 
aerodynamic diameters <10 and 2.5 µm), sulphate, and equivalent black carbon/elemental carbon, from 10 
regionally representative measurement networks. An overview of current networks, acronyms and 11 
definitions pertinent to aerosol measurements is given in Appendix 2.A. Studies reporting trends 12 
representative for regional changes are presented in Table 2.3. Long-term data are almost entirely from 13 
North America and Europe, whereas a few individual studies on aerosol trends in India and China are 14 
reported in Appendix 2.A. Figure 2.11 gives an overview of observed PM10, PM2.5, and sulphate trends in 15 
North America and Europe for 1990–2009 and 2000–2009. 16 
 17 
[INSERT FIGURE 2.11 HERE] 18 
Figure 2.11: Trends in particulate matter (PM) and sulphate in Europe and USA. The trends are based on 19 
measurements from the EMEP (Torseth et al., 2012) and IMPROVE (Hand et al., 2011a) networks in Europe and USA, 20 
respectively. Sites with significant trends to p = 0.05 or better are shown in colour codes, the black dots are sites with 21 
non-significant trends. 22 
 23 
In Europe, strong significant downward trends are observed for PM10, PM2.5 and sulphate from the rural 24 
stations in the EMEP network. PM2.5 shows an average reduction of 3.9% yr–1 for 6 stations with significant 25 
trends, while trends are not significant at 7 other stations. PM10 at 12 (out of 24) sites shows significant 26 
downward trends of 2.6% yr–1. A strong significant reduction in sulphate of 3.1% yr–1 is observed from 27 
1990-2009; 26 of 30 sites have significant reductions. For 2000–2009, the trends were weaker and less 28 
robust. This is consistent with reported emission reductions of 65% from 1990–2000 and 28% from 2001–29 
2009 (EMEP, 2011; Torseth et al., 2012). Model analysis (Pozzoli et al., 2011) attributed the trends in large 30 
part to emission changes. 31 
 32 
In the USA, the largest reductions in PM and sulphate are observed in the 2000s, rather than the 1990s as in 33 
Europe. PM2.5 measurements obtained in IMPROVE (Hand et al., 2011b) show significant downward 34 
trends of on average 4.0% yr–1 for 2000–2009 at sites with significant trends, and 2.1% yr–1 at all sites, and 35 
PM10 decreases of 3.1% yr–1 for 2000–2009. In Canada, annual mean PM2.5 at urban measurement sites 36 
decreased by 3.6% yr–1, between 1985 and 2006 Canada (Canada, 2012) and Hidy and Pennell (2010) show 37 
remarkable agreement of PM2.5 and SO4

2– declines in Canada, pointing to common emission sources of 38 
PM2.5 and SO4

2–. IMPROVE sulphate declines are highly significant in the Eastern and South Western 39 
USA, and range from 2 to 6 % yr–1, with average of 2.3 % yr–1 for the sites with significant negative trends 40 
for 1990–2009. However, four IMPROVE sites show strong SO4

2– increases from 2000–2009, amounting to 41 
11.9% yr–1, at Hawaii (1225 m a.s.l), and 4–7% yr–1 at 3 sites in southwest Alaska. A recent study on long 42 
term trends in aerosol optical properties from 24 globally distributed sites (Collaud Coen et al., 43 
2012)confirms these strong increases in absorption and scattering coefficients in the free troposphere at 44 
Mauna Loa, Hawaii (3400 m a.s.l). These findings are also supported by MODIS satellite-based observations 45 
of AOD shown in Figure 2.9. Possible explanations for these changes include the influence of increasing 46 
Asian emissions, and changes in clouds and removal processes. More and longer Asian time series are 47 
needed to corroborate these findings. Elsewhere trends in scattering and absorption are mostly insignificant. 48 
Aerosol number concentrations (Asmi et al., 2012) are significantly declining at most sites in Europe, North 49 
America, the Pacific and Caribic, but increasing at the South Pole. 50 
 51 
Total carbon (=light absorbing carbon +organic carbon) measurements indicate highly significant downward 52 
trends of total carbon between 2.5 and 7.5% yr–1 along the east and west coasts of the USA, and smaller and 53 
less significant trends in other US regions from 1989–2008 (Hand et al., 2011b; Murphy et al., 2011). In 54 
Europe, Torseth et al. (Torseth et al., 2012) suggest a slight reduction in elemental carbon concentrations at 55 
two stations in Europe from 2001 to 2009, subject to large inter-annual variability. Collaud Coen et al. 56 
(2012) reported consistent negative trends in the aerosol absorption coefficient at stations in the continental 57 
US, Arctic and Antarctica, but mostly insignificant trends in Europe.  58 
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  1 
In the Arctic, changes in aerosol impact the atmosphere’s radiative balance as well as snow and ice albedo. 2 
Similar to Europe and the USA, (Hirdman et al., 2010) reported downward trends in equivalent black carbon 3 
and SO4

2- for two out of three stations and attributed them to emission changes. 4 
 5 
Robust evidence from a host of in situ ground based aerosol measurements indicates downward trends in the 6 
last 2 decades of particulate matter (PM2.5) in parts of Europe (2–6% yr–1) and the USA (1–2.5% yr–1), and 7 
SO4

2– (between 2 and 5% yr–1). The strongest decreases were in the 1990s in Europe and in the 2000s in the 8 
USA. There is limited evidence from a variety of techniques for increases on the order of 10% yr–1 in the 9 
Pacific (different Hawaii sites; Table 2.3) in the last decade. Furthermore, there is consistent evidence on 10 
downward trends in the USA and the Arctic from long-term time series on light absorbing aerosol, while 11 
elsewhere in the world time series are lacking or not long enough to reach statistical significance.  12 
 13 
[INSERT TABLE 2.3 HERE] 14 
Table 2.3: Trends in various aerosol variables using data sets with at least 10 years of measurements. Unless otherwise 15 
noted, trends of individual stations were reported in % yr–1, and significance level is p < 0.05. The standard deviation is 16 
determined from the individual trends of a set of regional stations. #Trend numbers refer to a subset of stations with 17 
significant changes over the time - generally in regions strongly influenced by anthropogenic emissions; Figure 2.11. 18 

 19 
[START BOX 2.2 HERE] 20 
 21 
Box 2.2: Quantifying Changes in the Mean: Trend Models and Estimation 22 
 23 
Many statistical methods are available for estimating change in environmental time series (Chandler and 24 
Scott, 2011). The assessment of long-term changes in historical climate data requires trend models that are 25 
transparent and reproducible, and that can provide credible uncertainty estimates. In this box and the 26 
Appendix 2.A material it is shown that different methods give similar estimates of changes in the mean and 27 
associated sampling uncertainty for the global mean temperature time series. For simplicity, the 28 
quantification and visualisation of temporal changes are assessed in this Chapter using a linear trend 29 
procedure that allows for first order autocorrelation in the residuals (Santer et al., 2008). The 5 to 95% 30 
confidence interval quoted is solely that arising from trend fitting uncertainty. Structural uncertainties, to the 31 
extent sampled, are apparent from the range of estimates from different data sets. Parametric (and other 32 
remaining) uncertainties, which many groups include (and calculate in distinct ways), are not considered 33 
(Box 2.1). 34 
 35 
Linear Trends 36 
Historical climate trends are almost always described and quantified in climate science by estimating the 37 
linear component of the change with time (e.g., AR4). Such least squares linear trend modelling is simple 38 
and easy to communicate: it has broad acceptance and understanding based on its frequent and widespread 39 
use. This method is widely employed, and its strengths and weaknesses are well known (von Storch and 40 
Zwiers, 1999; Wilks, 2006). The greatest challenge arises in assessing the uncertainty in the trend and its 41 
dependence on the assumptions about the sampling distribution (bell shaped or different) and the serial 42 
correlation of the residuals about the trend line (one year correlated to the next; (Santer et al., 2008; Von 43 
Storch, 1999). 44 
 45 
There is no a priori physical reason why the long-term trend in climate should be linear-in-time. Climatic 46 
time series often have trends for which a straight line is not a good approximation (e.g., Seidel and Lanzante, 47 
2004). The residuals from a linear fit in time often do not follow a simple autoregressive or moving average 48 
process, and linear trend estimates can easily change when estimates are recalculated using data covering 49 
shorter or longer time periods or when new data are added. When linear trends for two parts of a longer time 50 
series are calculated separately, the trends calculated for two shorter periods may be very different (even in 51 
sign) from the trend in the overall longer period, if the time series exhibits significant nonlinear behavior in 52 
time (Box 2.2, Table 1).  53 
 54 
Non-linear Trends 55 
A more flexible approach is to use an objective method to estimate the smooth function that best fits the time 56 
series. Box 2.2, Figure 1 shows the linear least squares and a non-linear trend fit to the global annual surface 57 
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temperature values from the HadCRUT4 data set (see Section 2.4.3). The non-linear trend is obtained by 1 
fitting smoothing splines (Scinocca et al., 2010; Wood, 2006) while allowing for first order autocorrelation 2 
in the residuals (see Appendix 2.A). 3 
 4 
[INSERT BOX 2.2, FIGURE 1 HERE] 5 
Box 2.2, Figure 1: Top: Global mean surface temperature anomalies relative to a 1961–1990 climatology based on 6 
HadCRUT4 annual data (dots). The straight black lines are Least Squares trends for 1901–2011, 1901–1950 and 1951–7 
2011. Bottom: Same data as top, with Smoothing Spline (solid curve) and the 90% confidence interval on the smooth 8 
curve (shading). 9 
 10 
Box 2.2, Table 1 shows estimates of the change in the global mean temperature from the two methods. The 11 
methods give similar estimates with 90% confidence intervals that overlap one another for each of the 12 
changes. Appendix 2.A describes the details of these two methods and also compares the simple method 13 
used to compute linear trends throughout this chapter with more advanced methods. 14 
 15 
 16 
Box 2.2, Table 1: Estimates of the mean change per decade in global mean temperature between 1901 and 2011, 1901 17 
and 1950, and 1951 and 2011, obtained from the linear (Least Squares) and non-linear (Smoothing Spline) trend 18 
models. Approximate 90% confidence intervals in the estimates are also given for each trend model and are required to 19 
test if the changes are statistically significant. 20 

Method 1901–2011 1901–1950 1951–2011  
Least Squares 0.075 ± 0.013 0.107 ± 0.026 0.107 ± 0.028 
Smoothing Spline 0.082 ± 0.010 0.070 ± 0.016 0.093 ± 0.019 
 21 
 22 
[END BOX 2.2 HERE] 23 
 24 
2.3 Changes in Radiation Budgets 25 
 26 
The radiation budget of Earth is a central component of the climate system. On average, radiative processes 27 
warm the surface and cool the atmosphere, requiring the hydrological cycle and sensible heating to 28 
compensate. Spatial and temporal energy imbalances due to radiation and latent heating produce the general 29 
circulation of the atmosphere and oceans. Anthropogenic influence on climate (Chapter 8) occurs primarily 30 
through perturbations of the components of the Earth radiation budget. 31 
 32 
The radiation budget at the top of atmosphere (TOA) includes the absorption of solar radiation by Earth, 33 
determined as the difference between the incident and reflected solar radiation at the TOA, as well as the 34 
thermal outgoing radiation emitted to space. The surface radiation budget takes into account the solar fluxes 35 
absorbed at Earth’s surface, as well as the upwelling and downwelling thermal radiative fluxes emitted by 36 
the surface and atmosphere, respectively. 37 
 38 
In view of new observational evidence since AR4, the long-term mean state as well as decadal changes of 39 
the surface and TOA radiation budgets are assessed in the following. 40 
 41 
2.3.1 Global Mean Radiation Budget 42 
 43 
Since AR4, knowledge on the radiative energy flows in the climate system has improved, requiring an 44 
update of the global annual mean energy balance diagram (Figure 2.12). Energy exchanges between Sun, 45 
Earth and space are measured with unprecedented accuracy from spaceborne platforms such as the Clouds 46 
and the Earth’s Radiant Energy System (CERES, Wielicki et al., 1996) and the Solar Radiation and Climate 47 
Experiment (SORCE, Kopp and Lawrence, 2005) which began operation near the turn of the millennium. 48 
The total solar irradiance (TSI) incident at the TOA is now much better known, with the most recently 49 
launched SORCE Total Irradiance Monitor (TIM) reporting uncertainties as low as 0.035%,compared to 50 
0.1% for other TSI instruments (Kopp et al., 2005). During the 2008 solar minimum, SORCE/TIM observed 51 
a solar irradiance of 1360.8 ± 0.5 Wm–2 compared to 1365.5 ± 1.3 Wm–2for instruments launched prior to 52 
SORCE still operating in 2008 (Section 8.2.1). Kopp and Lean (2011) conclude that the SORCE/TIM value 53 
of TSI is the most credible value because it is validated by a National Institute of Standards and Technology 54 
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calibrated cryogenic radiometer). This revised TSI estimate corresponds to a solar irradiance close to 340 W 1 
m–2 globally averaged over Earth’s sphere (Figure 2.12). 2 
 3 
[INSERT FIGURE 2.12 HERE] 4 
Figure 2.12: Global mean energy budget under present day climate conditions. Numbers state magnitudes of the 5 
individual energy flows in Wm–2, adjusted within their uncertainty ranges to close the energy budgets. Numbers in 6 
parentheses attached to the radiative fluxes cover the range of values in line with observational constraints (based on 7 
Loeb et al., 2009; Stephens et al., in press; Trenberth and Fasullo, 2012; Wild et al., submitted). 8 
 9 
The estimate for the reflected solar radiation at the TOA in Figure 2.12, 100 W m–2, is a rounded value based 10 
on the CERES Energy Balanced and Filled (EBAF) satellite data product (Loeb et al., 2012; Loeb et al., 11 
2009) for the period 2001–2010. This data set adjusts the solar and thermalTOA fluxes within their range of 12 
uncertainty to be consistent with independent estimates of the global heating ratebased upon in-situ ocean 13 
observations (Loeb et al., 2012). This leaves 240 W m–2 of solar radiation absorbed by Earth, which is nearly 14 
balanced by thermal emission to space of about 239 W m–2(based on CERES EBAF), considering a global 15 
heat storage of 0.6 W m–2 (residual term in Figure 2.12) (Hansen et al., 2011; Loeb et al., 2012). The stated 16 
uncertainty in the solar reflected TOA fluxes from CERES due to uncertainty in absolute calibration alone is 17 
~2% (2-sigma), or equivalently 2 W m–2(Loeb et al., 2009). The uncertainty of the outgoing thermal flux at 18 
the TOA as measured by CERES due to calibration is ~3.7 W m–2 (2-sigma). In addition to this, there is 19 
uncertainty in unfiltering the radiances, in radiance-to-flux conversion, and in time-space averaging, which 20 
adds up to another 1 W m–2 or more (Loeb et al., 2009).  21 
 22 
The components of the radiation budget at the surface are generally more uncertainthan their counterparts at 23 
the TOA, as they cannot be directly measured by passive satellite sensors. Since AR4, new estimates for the 24 
downward thermal infrared radiation at the surface have been established that incorporate criticalinformation 25 
on cloud base heights from space-born radar and lidar instruments (Kato et al., 2011; L'Ecuyer et al., 2008; 26 
Stephens et al., 2012). In line with earlier studies based on direct surface radiation measurements (Wild et 27 
al., 2001; Wild et al., 1998) these estimates suggest higher values of global mean downward thermal 28 
radiation than presented in previous IPCC assessments and typically found in climate models, exceeding 340 29 
W m–2 (Figure 2.12). Estimates of global mean downward thermal radiation computed as a residual of other 30 
terms of the surface energy budget (Kiehl and Trenberth, 1997; Trenberth et al., 2009) are lower (324−333 31 
W m–2), highlighting the need for improved estimates of uncertainty in both radiative and non-radiative 32 
components of the surface energy budget. 33 
 34 
Estimates of absorbed solar radiation at Earth’s surface include considerable uncertainty. Global mean 35 
estimates derived from satellite retrievals, reanalyses and climate models range from below 160 W m–2 to 36 
above 170 W m–2. Comparisons of climate models with surface observations as well as updated 37 
spectroscopic parameters and continuum absorption for water vapor favour values towards the lower bound 38 
of the range, near 160 W m–2, and an atmospheric solar absorption close to 80 W m–2(Kim and Ramanathan, 39 
2008; Trenberth et al., 2009; Wild, 2008; Wild et al., submitted). Some of the satellite-derived products 40 
calculate asomewhat higher surface insolation (Kato et al., 2011; Stephens et al., in press). 41 
 42 
The latent heat flux estimate, required toexceed 80 Wm–2 to close the surface energy balance in Figure 2.12, 43 
is higher than in previous IPCC assessments. A higher estimate is supported by the evidence for 44 
underestimation in the remotely-sensed precipitation estimates (the latent heat flux corresponds to the energy 45 
equivalent of evaporation, which globally equals precipitation, and its magnitude is derived from global 46 
precipitation estimates) (Berg et al., 2010; Ellis et al., 2009; Haynes et al., 2009; Stephens et al., in press; 47 
Trenberth and Fasullo, 2012). The magnitude of this underestimation is currently disputed. The 85 W m–2 48 
attached to the latent heat flux in Figure 2.34 is considered as upper limit by Trenberth and Fasullo (2012), 49 
yet istowards the low end of the uncertainty range in Stephens et al. (in press), and fits well to 50 
observationally constrained surface radiation estimates (Wild et al., submitted). Relative uncertainty in the 51 
globally averaged sensible heat flux estimate remains high due to the very limited direct observational 52 
constaints (Stephens et al., in press; Trenberth et al., 2009). 53 
 54 
2.3.2 Changes in Top of Atmosphere Radiation Budget 55 
 56 
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While the previous section emphasized the long term average state of the radiation budget, the forcus in the 1 
following is on the temporal (decadal) changes of its components. Variations in TSI are discussed in Chapter 2 
8, Section 8.3.1. AR4 reported that large changes in tropical TOA radiation occurred between the 1980s 3 
and1990s. The results were based upon observations from the Earth Radiation Budget Experiment (ERBE, 4 
Barkstrom, 1984) Earth Radiation Budget Satellite (ERBS) Nonscanner Wide Field of View (WFOV) 5 
instrument (Wong et al., 2006). Net TOA radiation (net radiation absorbed by the climate system) increased 6 
by 1.4 W m–2, reflected solar radiation decreased by 2.1 W m–2 and emitted thermal radiation increased by 7 
0.7 W m–2 over the period 1985–1998. Since AR4, Andronova et al.(2009) extended the Wong et al. (2006) 8 
ERBS/WFOV record with observations from CERES (Wielicki et al., 1996) on the Terra satellite. The 9 
longer record shows a continuation of these trends with tropical net TOA flux increasing by 2 W m–2 10 
between 1985 and 2005. By comparison, when thermal data based upon HIRS and ISCCP-FD are used in 11 
place of the ERBS/CERES thermal record, the net radiation increase is more pronounced, reaching 6 W m–2 12 
for ISCCP-FD. ERBE and CERES employ broadband measurements that span most of the full solar and 13 
thermal spectrum.The HIRS and ISCCP-FD estimates employ measurements with much more limited 14 
spectral coverage. The change in net radiation for ERBS/CERES is associated with a 3 W m–2 decrease in 15 
reflected solar radiation and an increase of 1 W m–2 in thermal emission. Comparisons between 16 
ERBS/CERES thermal radiation and that derived from the NOAA High Resolution Infrared Radiation 17 
Sounder (HIRS) (Lee et al., 2007; Lee et al., 2004) show good agreement until approximately 1998, 18 
corroborating the reported rise of 0.7 W m–2, after which HIRS thermal fluxes show much higher values. The 19 
discrepancy is likely due to changes in the channels used for HIRS/3 instruments launched after October 20 
1998 compared to earlier HIRS instruments (Lee et al., 2007). While the underlying causes for the large 21 
decadal changes in tropical radiation remain uncertain, several studies have suggested links to decadal 22 
changes in atmospheric circulation(Allan and Slingo, 2002; Chen et al., 2002; Clement and Soden, 2005; 23 
Merrifield, 2011) (see Section 2.7). 24 
 25 
The extended records of reflected solar radiation from CERES covering the period 2001–2010 suggestthat 26 
globally, the planetary albedo has been rather stable over the first decade of the 21st Century (Loeb et al., 27 
2012). 28 
 29 
On a global scale, interannual variations in net TOA radiation and ocean heating rate should be correlated, 30 
since oceans have a much larger heat capacity compared to land and the atmosphere and therefore serve as 31 
the main reservoir for heat added to the Earth-atmosphere system. Wong et al. (2006) showed that these two 32 
data sources are in good agreement for 1992–2003. In the ensuing 5 years, however, Trenberth and Fasullo 33 
(2010) note that the two diverge. The satellite observations show an increase of about 1 W m–2 in the rate of 34 
absorbed net radiation at the TOA while the ocean in-situ measurements show a slowing of the increase in 35 
global ocean heat content (Chapter 3). Loeb et al.(2012) point out that the apparent decline in ocean heating 36 
rate is not statistically robust. Differences in variations in ocean heating rate and satellite net TOA flux are 37 
well within the uncertainty of the measurements. The variability in Earth’s energy imbalance, related to the 38 
El Niño-Southern Oscillation (Section 2.7) is found to be consistent within uncertainties among the satellite 39 
measurements, a reanalysis model simulation and a new analysis of the ocean heat content records (Johnson 40 
et al., 2011) (Figure 2.13). 41 
 42 
[INSERT FIGURE 2.13 HERE] 43 
Figure 2.13: Comparison of net TOA flux and upper ocean heating rates. Global annual average net TOA flux from (a) 44 
CERES observations (based upon the EBAFTOA_ Ed2.6 product) and (b) ERA Interim reanalysis are anchored to an 45 
estimate of Earth’s heating rate for 2006–2010. The Pacific Marine Environmental Laboratory/Jet Propulsion 46 
Laboratory/Joint Institute for Marine and Atmospheric Research (PMEL/JPL/JIMAR) ocean heating rate estimates (a) 47 
use data from Argo and World Ocean Database 2009; The gray bar (b) corresponds to one standard deviation about the 48 
2001–2010 average net TOA flux of 15 CMIP3 models. From Loeb et al.(2012). 49 
 50 
2.3.3 Changes in Surface Radiation Budget 51 
 52 
2.3.3.1 Surface Solar Radiation 53 
 54 
Changes in radiative fluxes at the surface can be traced further back in time than the satellite-based TOA 55 
fluxes, although only at selected locations where long term records exist. Monitoring of radiative fluxes from 56 
surface stations began on a widespread basis in the mid-20th Century, predominantly measuring the 57 
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downwelling solar component (also known as global radiation or surface solar radiation, hereafter referred to 1 
as SSR).  2 
 3 
Various processes have the potential to alter SSR, such as changes in cloud characteristics, aerosol and water 4 
vapour. First indications for substantial decadal changes in observational SSR records were reported in AR4. 5 
Specifically, a decline of SSR from the beginning of widespread measurements in the 1950s until the mid-6 
1980s has been observed at many land-based sites (popularly known as ‘global dimming’ (popularly known 7 
as “global dimming”, Liepert, 2002; Stanhill and Cohen, 2001), as well as a partial recovery from the 1980s 8 
onward (‘brightening’ ("brightening", Wild et al., 2005) (see the long-term SSR record of Potsdam, 9 
Germany, in Figure 2.14 as an illustrative example).  10 
 11 
Since AR4, numerous studies have substantiated the findings of significant decadal SSR changes observed 12 
both at globally distributed sites (e.g., Dutton et al., 2006 ; Gilgen et al., 2009; Ohmura, 2009; Wild, 2009 13 
and references therein) as well as in specific regions. Wild et al. (2008) estimated the SSRbrightening over 14 
land surfaces at 2 W m–2 per decade for the period 1986–2000. In Europe, Norris and Wild (2007) noted a 15 
dimming from 1971 until the mid-1980s of 2.0–3.1 W m–2 per decadeand subsequent brightening of 1.1–1.4 16 
W m–2 per decade in a pan-European time series consisting of 75 sites. Similar tendencies were found at sites 17 
in northern Europe (Stjern et al., 2009), Estonia (Russak, 2009) and Moscow (Abakumova et al., 2008). 18 
Chiacchio and Wild (2010) pointed out that dimming and subsequent brightening in Europe is mainly seen in 19 
spring and summer. Brightening in Europe from the 1980s onward was further documented at sites in 20 
Switzerland, Germany and Greece (Ruckstuhl et al., 2008; Zerefos et al., 2009).  21 
 22 
At continental US sites, Long et al. (2009) and Riihimaki et al. (2009)noteda significant brightening of SSR 23 
over the periods 1995–2007 and 1980–2007, respectively. The general pattern of dimming until the 1980s 24 
and brightening thereafter was also found at numerous sites in Japan (Norris and Wild, 2009; Ohmura, 2009; 25 
Wild et al., 2005). Analyses of observations from sites in China confirmed strong declines in SSR from the 26 
1960s to 1980s on the order of 2–8 W m–2 per decade, which also did not persist in the 1990s (Che et al., 27 
2005; Liang and Xia, 2005; Norris and Wild, 2009; Qian et al., 2006; Shi et al., 2008; Tang et al., 2011; Xia, 28 
2010a). Dimming and subsequent brightening was not only found at sites on the NH, but also in New 29 
Zealand (Liley, 2009). On the other hand, persistent dimming since the mid-20th Century with no evidence 30 
for a trend reversal was noted at sites in India (Kumari and Goswami, 2010; Kumari et al., 2007; Wild et al., 31 
2005), and in the Canadian Prairie (Cutforth and Judiesch, 2007). 32 
 33 
The longest observational SSR records, extending back to the 1920s and 1930s at a few sites in Europe, 34 
further indicate some brightening during the first half of the 20th Century, known as ‘early brightening’ 35 
(Figure 2.14) (Ohmura, 2009; Wild, 2009). This suggests that the decline in SSR, at least in Europe, was 36 
confined to a period between the 1950s and 1980s. 37 
 38 
Updates on latest SSR changes observed at Earth’s surface since 2000 provide a less coherent picture (Wild, 39 
2012). They suggest a continuation of brightening at sites in Europe, U.S., and parts of Asia, a levelling off 40 
at sites in Japan and Antarctica, and indications for a renewed dimming in China (Wild et al., 2009). 41 
Renewed dimming after 2000, particularly in the SH,is also seen in a satellite-derived SSR data set 42 
(Hatzianastassiou et al., 2012). 43 
 44 
A number of issues remain, such as the quality and representativeness of some of the SSR data as well as the 45 
large scale significance of the phenomenon (Wild, 2012). The historic radiation records are of variable 46 
quality and rigorous quality control is necessary to avoid spurious trends (Dutton et al., 2006; Gilgen et al., 47 
2009; Shi et al., 2008; Tang et al., 2011). Since the mid-1990s, high-quality data are becoming increasingly 48 
available from new sites of the Baseline Surface Radiation Network (BSRN) and Atmospheric Radiation 49 
Measurement (ARM) Program, which allow the determination of SSR variations with unprecedented 50 
accuracy (Ohmura et al., 1998). Alpert et al. (2005) and Alpert and Kishcha (2008) argued that the observed 51 
SSR decline between 1960 and 1990 is larger in densely populated than in rural areas. The magnitude of this 52 
‘urbanization effect’ in the radiation data is not yet well quantified. Dimming and brightening is, however, 53 
also notable at remote and rural sites (Dutton et al., 2006; Karnieli et al., 2009; Liley, 2009; Russak, 2009; 54 
Wang et al., 2012b; Wild, 2009). 55 
 56 
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While extended areas of the globe are not covered by surface measurements and hamper a true global 1 
assessment, satellite-derived fluxes can provide a near global picture. Such estimates are available since the 2 
early 1980s (Hatzianastassiou et al., 2005; Hinkelman et al., 2009; Pinker et al., 2005). Since satellites do not 3 
directly measure the surface fluxes, they have to be infered from measurable top-of-atmosphere signals using 4 
empirical or physical models to remove atmospheric perturbations. Available satellite-derived products 5 
qualitatively agree on a brightening from the mid-1980s to 2000 averaged globallyas well as over oceans, on 6 
the order of 2–3 W m–2 per decade(Hatzianastassiou et al., 2005; Hinkelman et al., 2009; Pinker et al., 2005). 7 
Averaged over land, however, trends are positive or negative depending on the respective satellite product 8 
(Wild, 2009). Knowledge of the spatiotemporal variation of aerosol burdens and optical properties, required 9 
in satellite retrievals of SSR and considered relevant for dimming/brightening particularly over land, is very 10 
limited. 11 
 12 
Reconstructions of SSR changes from more widely measured meteorological variables can help to 13 
increasetheir spatial and temporal coverage. Decadal SSR changes have been related to observed changes in 14 
sunshine duration, diurnal temperature range (DTR), and pan evaporation. Overall, these proxies provide 15 
independent evidence for the existence of large-scale decadal variations in SSR. Specifically, SSR 16 
dimmingfrom the 1950s to the 1980s obtained additional support from widespread observations of 17 
concurrent declines in pan evaporation (Roderick and Farquhar, 2002) and DTR (Wild et al., 2007). The 18 
trend reversal of DTR observed over global land surfaces during the 1980s (Section 2.4) fits to the transition 19 
from dimming to brightening (Wild et al., 2007). Over Europe, SSR dimming and subsequent brighteningis 20 
consistent with concurrent declines and increases in sunshine duration (Sanchez-Lorenzo et al., 2008; Wang 21 
et al., submitted), evaporation in energy limited environments (Teuling et al., 2009) and DTR (Makowski et 22 
al., 2009). The early brightening in the 1930s and 1940s seen in a few European records is in line with 23 
corresponding changes in sunshine duration (Sanchez-Lorenzo et al., 2008; Sanchez-Lorenzo and Wild, 24 
2012). In China, the levelling off in SSR in the 1990s after decades of decline coincides with similar 25 
tendencies in the pan evaporation records, sunshine duration and DTR (Ding et al., 2007; Liu et al., 2004a; 26 
Liu et al., 2004b; Qian et al., 2006; Wang et al., 2012b). Dimming up to the 1980s and subsequent 27 
brightening is also indicated in a set of 237 sunshine duration records in South America (Raichijk, 2011). 28 
 29 
[INSERT FIGURE 2.14 HERE] 30 
Figure 2.14: Annual mean surface solar radiation (in W m–2) as observed at Potsdam, Germany, from 1937 to 2010. 31 
Five year moving average in blue. Updated from Wild (2009) and Ohmura (2009). 32 
 33 
2.3.3.2 Surface Thermal Exchanges and Net Radiation 34 
 35 
Long-term measurements of the thermal surface components as well as surface net radiation are available at 36 
far fewer sites than SSR. Downward thermal radiation observations started to become availableduring the 37 
early 1990s with the initiation of BSRN at a limited number of worldwide distributed sites. From these 38 
records, Wild et al. (2008) determined an overall increase of 2.6 W m–2 per decade over the 1990s, in line 39 
with model projections and the expectations of an increasing greenhouse effect. Wang and Liang (2009) 40 
inferred an increase in downward thermal radiation of 2.2 W m–2 per decade over the period 1973–2008 from 41 
observations of temperature, humidity and cloud fraction. Prata (2008) estimated a slightly lower increase of 42 
1.7 W m–2 per decade for clear sky conditions over the earlier period 1964–1990, based on radiative transfer 43 
calculations using observed temperature and humidity profiles from radiosondes. Philipona et al. (2004) 44 
measured increasing downward thermal fluxes since the mid-1990s in the Swiss Alps, corroborating an 45 
increasing greenhouse effect. A contribution from anthropogenic chlorofluorocarbons (CFCs) to the 46 
downward thermal radiation has been documented in spectral atmospheric radiation measurements by Evans 47 
and Puckrin(1995).There is limited information on changes in surface net radiation, in large part because 48 
measurements of upwelling fluxes at the surface are made at only a few sites and are not spatially 49 
representative. Wild et al. (2008; 2004) inferred a decline in land surface net radiation on the order of 2 W 50 
m–2 per decadefrom the 1960s to the 1980s, and an increase at a similar rate from the 1980s to 2000, 51 
respectively, based on estimated changes of the individual surface radiative components. 52 
 53 
2.3.3.3 Implications from Observed Changes in Related Climate Elements 54 
 55 
The observed decadal SSR variations cannot be explained by changes in TSI, which are an order of 56 
magnitude smaller (Willson and Mordvinov, 2003). They therefore have to originate from alterations in the 57 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-26 Total pages: 191 

transparency of the atmosphere, which depends on the presence of clouds, aerosols, and radiatively active 1 
gases (e.g., Kim and Ramanathan, 2008; Kvalevag and Myhre, 2007). Cloud cover changes effectively 2 
modulate SSR on an interannual basis, but their contribution to the detected longer-term SSR trends is 3 
ambiguous. While cloud cover changes were found to explain the trends in some areas (e.g., Liley, 2009), 4 
this is not always the case particularly in relatively polluted regions such as Europe and China (Norris and 5 
Wild, 2007; Norris and Wild, 2009; Qian et al., 2006; Wild, 2009; Wild, 2012). SSR dimming and 6 
brightening has also been observed under cloudless atmospheres at various locations, pointing to a prominent 7 
role of atmospheric aerosols (Norris and Wild, 2007; Norris and Wild, 2009; Ohvril et al., 2009; Russak, 8 
2009; Sanchez-Lorenzo et al., 2009; Wang et al., 2009a; Wild, 2009; Wild et al., 2005; Zerefos et al., 2009).  9 
 10 
Aerosols can directly attenuate SSR by scattering and absorbing solar radiation, or indirectly, through their 11 
ability to act as cloud condensation nuclei, thereby increasing cloud reflectivity and lifetime (see Chapter 7). 12 
The trend reversal from SSR dimming to brightening in the 1980s is often reconcilable with trends in aerosol 13 
optical depth and anthropogenic emission histories, which also indicate a distinct reversal during the 1980s 14 
(Cermak et al., 2010; Mishchenko et al., 2007b; Ohvril et al., 2009; Stern, 2006; Streets et al., 2006; Streets 15 
et al., 2009; Wild, 2012; Wild et al., 2005).  16 
 17 
However, direct aerosol effects alone may not be able to account for the full extent of the observed SSR 18 
changesin remote regions with low pollution levels (Dutton and Bodhaine, 2001; Schwartz, 2005). Aerosol 19 
indirect effects have not yet been well quantified, but have the potential to amplify aerosol-induced SSR 20 
trends, particularly in relatively pristine environments (Wild, 2012). 21 
 22 
SSR trends are also in line with observed decadal warming trends, with generally less warming during 23 
phases of declining SSR, and more warming in phases of increasing SSR (Wild et al., 2007). This is seen 24 
more prominently on the relatively polluted NH than on the more pristine SH (Wild, 2012).For Europe, 25 
Vautard et al.(2009)find that adecline in the frequency of low-visibility conditions such as fog, mist and haze 26 
over the past 30 years and associated SSR increase may be responsible for 10–20% of Europe’s recent 27 
daytime warming, and 50% of eastern European warming. 28 
 29 
Reanalyses and observationally-based methodshave been used to show that increased atmospheric moisture 30 
with warming (Willett et al., 2008; cf. Section 2.5) enhances thermal radiative emission of the atmosphere to 31 
the surface (Allan, 2009; Philipona et al., 2009; Prata, 2008; Wang and Liang, 2009; Wild et al., 2008).  32 
 33 
The surface radiative fluxes provide the energy for surface evaporation and thereby govern 34 
evaporation/precipitation and the intensity of the hydrological cycle on global scales(Ramanathan et al., 35 
2001; Stephens et al., in press; Wild and Liepert, 2010). The observed decadal changes in surface radiation 36 
are in line with observed changes in precipitation over terrestrial surfaces (Wild, 2012; Wild et al., 2008).  37 
 38 
2.3.4 Summary 39 
 40 
Compared to AR4, satellite records of TOA radiation fluxes have been substantially extended, and indicate a 41 
continuation of the decadal variations in the tropical radiation budget with high confidence. Globally, no 42 
significant changes were measured in the planetary albedo since 2000 with very high confidence. The 43 
variability in the Earth’s energy imbalance, related to ENSO, is consistent with a new analysis of ocean heat 44 
content records with high confidence. 45 
 46 
Since AR4, the evidence for widespread decadal variations in solar radiation incident on land surfaces has 47 
been substantiated, with many of the observational records showing a decline from the 1950s to the 1980s 48 
(‘dimming’), and a partial recovery thereafter (‘brightening’). Confidence in these changes is high in regions 49 
with high station densities such as over Europe and parts of Asia. The changes are generally supported by 50 
observed changes in related, but more widely measured variables, such as sunshine duration and DTR, and 51 
often in line with aerosol emission patterns. Over some remote land areas and over the oceans, confidence is 52 
low due to the lack of direct observations, which hamper a true global assessment. Satellite-derived SSR 53 
fluxes support the existence of brightening also over oceans, but are less consistent over land surface where 54 
direct aerosol effects become more important. There are also indications with medium to low confidence for 55 
increasing downward thermal and net radiationat terrestrial stations in recent years. 56 
 57 
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[START BOX 2.3 HERE] 1 
 2 
Box 2.3: Global Atmospheric Reanalyses 3 
 4 
Dynamical reanalyses are increasingly used for assessing weather and climate phenomena. Given their more 5 
frequent use in this assessment compared to AR4, their characteristics are described in more detail here. 6 
 7 
Reanalyses are distinct from, but complement, more ‘traditional’ statistical approaches to assessing the raw 8 
observations. They aim to produce continuous reconstructions of past atmospheric states that are consistent 9 
with all observations as well as with atmospheric physics as represented in a numerical weather prediction 10 
model, a process termed data assimilation. Unlike real-world observations, reanalyses are complete in space 11 
and time and provide non-observable variables (e.g., potential vorticity). 12 
 13 
Several groups are actively pursuing reanalysis development at the global scale and many of these have 14 
produced several generations of reanalyses products (Box 2.3, Table 1). Since the first generation of 15 
reanalyses produced in the 1990s, substantial development has taken place. The MERRA and ERA-Interim 16 
reanalyses show improved tropical precipitation and hence better represent the global hydrological cycle 17 
(Dee et al., 2011). The NCEP/CFSR reanalysis uses a coupled ocean-atmosphere-land-sea-ice model (Saha 18 
et al., 2010). The 20th Century Reanalyses (20CR, Compo et al., 2011) is a 56 member ensemble and covers 19 
140 years by assimilating only surface and sea-level pressure (SLP) information. This variety of groups and 20 
approaches provides some indication of the robustness. 21 
 22 
 23 
Box 2.3, Table 1: Overview of global dynamical reanalysis data sets (ranked by start year). In addition to the global 24 
reanalyses listed here, several regional reanalyses exist or are currently being produced. A further description of 25 
reanalyses and their technical derivation is given in pp.S33-35 of Blunden et al. (2011). 26 

Institution Reanalysis Period Approximate 
Resolution at 
Equator 

Reference 

Cooperative Institute for Research in Environmental 
Sciences (CIRES), National Oceanic and 
Atmospheric Administration (NOAA), USA 

20th Century 
Reanalysis, 
Vers. 2 (20CR) 

1871–2008 320 km Compo et al. (2011) 

National Centers for Environmental Prediction 
(NCEP) and National Center for Atmospheric 
Research (NCAR), USA 

NCEP/NCAR 
R1 (NNR) 

1948– 320 km Kistler et al. (2001) 

European Centre for Medium Range Weather 
Forecasts (ECMWF) 

ERA-40 1957–2002 125 km Uppala et al. (2005) 

NCEP, US Department of Energy, USA NCEP/DOE R2 1979– 320 km Kanamitsu et al. (2002) 
Japanese Meteorological Agency (JMA)  JRA-25 1979– 190 km Onogi et al. (2007) 
National Aeronautics and Space Administration 
(NASA), USA 

MERRA 1979– 75 km  Rienecker et al. (2011) 

European Centre for Medium Range Weather 
Forecasts (ECMWF) 

ERA-Interim 1979– 80 km Dee et al. (2011) 

NCEP, USA  CFSR 1979– 50 km Saha et al. (2010) 
 27 
 28 
Reanalyses products provide invaluable information on time scales ranging from daily to interannual 29 
variability. Their ability to characterize long-term trends remains an open question (Trenberth et al., 2011). 30 
Although reanalyses projects by definition use a ‘frozen’ assimilation system, there are many other sources 31 
of potential errors. In addition to model biases, changes in the observational systems (e.g., coverage, 32 
introduction of satellite data) and errors in the underlying observations or in the boundary conditions lead to 33 
step changes in time, even in latest generation reanalyses (Bosilovich et al., 2011).  34 
 35 
Errors of this sort were ubiquitous in early generation reanalyses and rendered them of limited value for 36 
trend characterization (Thorne and Vose, 2010). Subsequent products have improved and uncertainties are 37 
better understood, but artefacts are still present. As a consequence, trend adequacy depends upon the variable 38 
under consideration, the time period and the region of interest. For example, surface air temperature trends 39 
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over land in the ERA-40 reanalysis compare well with quasi-independent observations (Simmons et al., 1 
2010), but polar tropospheric temperature trends disagree with trends derived from radiosonde and satellite 2 
observations (Bitz and Fu, 2008; Grant et al., 2008; Graversen et al., 2008; Thorne, 2008).  3 
 4 
[END BOX 2.3 HERE] 5 
 6 
2.4 Changes in Temperature 7 
 8 
2.4.1 Land-Surface Air Temperature 9 
 10 
2.4.1.1 Large-Scale Records and their Uncertainties 11 
 12 
AR4 concluded global land-surface air temperatures (LSAT) had increased, with the rate of change in the 13 
most recent 50 years being almost double that in the last 100 years. Since AR4, substantial developments 14 
have occurred including the production of revised data sets, more digital data records, and new data set 15 
efforts. These innovations have improved understanding of data issues and uncertainties and allowed better 16 
understanding of regional changes.  17 
 18 
Improvements have been made to the global data sets of LSAT observations used in AR4. Global Historical 19 
Climatology Network (GHCN) V3 incorporates many improvements (Lawrimore et al., 2011b) but was 20 
found to be virtually indistinguishable at the global mean from version 2 (used in AR4). Goddard Institute of 21 
Space Studies (GISS) continues to provide an estimate based upon primarily GHCN. Improvements in 22 
accounting for urban impacts through nightlights adjustments have been documented (Hansen et al., 2010). 23 
CRUTEM4 (Jones et al., 2012b) incorporates additional series and also newly homogenized versions of 24 
many stations. A new data product from a group based predominantly at Berkeley (Rhode et al., submitted) 25 
uses a method that is substantially distinct from earlier efforts. The long-term variations and trends broadly 26 
agree among these various estimates, particularly after 1900 (Figure 2.15, Table 2.4) despite the range of 27 
approaches. In the early years, sampling is far from global so differences are larger and different groups have 28 
made different decisions as to when meaningful global coverage begins, reflected in the range of data set 29 
start dates. Uncertainties arising from choice of data set do not impact the conclusion that global LSAT has 30 
increased (Table 2.4).  31 
 32 
[INSERT FIGURE 2.15 HERE] 33 
Figure 2.15: Global annually averaged LSAT anomalies relative to a 1961–1990 climatology from the latest versions 34 
of four different data sets. 35 
 36 
 37 
Table 2.4: Trend estimates and 5 to 95% confidence intervals (Box 2.2) for LSAT global average values over five 38 
common periods.  39 

Data Set 1880–2011 1901–2011 1901–1950 1951–2011 1979–2011 
CRUTEM4 0.085 ± 0.015 0.094 ± 0.020 0.097 ± 0.029 0.176 ± 0.038 0.263 ± 0.049 
GHCNv3.1.0 0.084 ± 0.017 0.095 ± 0.022 0.086 ± 0.034 0.191 ± 0.033 0.277 ± 0.049 
GISS 0.083 ± 0.017 0.081 ± 0.022 0.080 ± 0.034 0.180 ± 0.035 0.270 ± 0.054 
Berkeley 0.091 ± 0.014 0.100 ± 0.018 0.108 ± 0.038 0.179 ± 0.028 0.257 ± 0.052 
 40 
 41 
Since AR4, various theoretical challenges have been raised over the verity of global LSAT records (Pielke et 42 
al., 2007) and some studies have yielded somewhat different regional characteristics (Christy et al., 2009). 43 
However, most research since AR4 reinforces confidence in the reported globally averaged LSAT time 44 
series behaviour. Globally, sampling and methodological independence has been assessed through sub-45 
sampling (Jones et al., 2012b; Parker et al., 2009), creation of an entirely new and structurally distinct 46 
product (Rhode et al., submitted) and a complete reprocessing of the GHCN product (Lawrimore et al., 47 
2011b). None of these yielded more than minor perturbations to the global LSAT records since 1900. Willett 48 
et al. (2008) and Peterson et al. (2011) explicitly showed that changes in specific and relative humidity 49 
confirmed reported temperature trends, a result replicated in the ERA reanalyses (Simmons et al., 2010). 50 
Various investigators (Parker, 2011; Simmons et al., 2010; Vose et al., 2012a) showed that temperatures 51 
from modern reanalyses were in very good agreement with observed products.  52 
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 1 
Particular controversy since AR4 has surrounded the LSAT record over the United States. A new automated 2 
homogeneity assessment approach (Menne and Williams, 2009) was developed that has been shown to 3 
perform as well or better than other contemporary approaches (Venema et al., 2011). Current station siting 4 
has been well documented for the USA (Fall et al., 2011) where most sites exhibit poor modern siting (since 5 
replacement of Stevenson screens with maximum minimum temperature sensors in the 1980s at the majority 6 
of sites) and may be expected to suffer potentially large siting-induced absolute biases (Fall et al., 2011). 7 
This modern siting quality is very highly correlated with instrument type and overall biases for the network 8 
are likely dominated by instrument type, rather than siting, biases (Menne et al., 2010; Williams et al., 2012), 9 
and homogenization likely removes much of the bias (Fall et al., 2011; Menne et al., 2010; Muller et al., 10 
submitted; Williams et al., 2012). Williams et al. (2012) produced an ensemble of realisations and concluded 11 
through assessment against plausible test cases that there existed a propensity to under-estimate adjustments. 12 
When the identified biases are removed from the observations both minimum and maximum centennial-13 
timescale United States LSAT trends increase. Since 1979 these adjusted data agree with a range of 14 
reanalyses products whereas the raw records do not (Fall et al., 2010; Vose et al., 2012a). 15 
 16 
Regional analyses have not been limited to the United States. Various national and regional studies have 17 
undertaken assessments using a range of statistical approaches for Europe (Bohm et al., 2010; Tietavainen et 18 
al., 2010; van der Schrier et al., 2011), China (Li et al., 2009; QingXiang et al., 2010; Tang et al., 2010; Zhen 19 
and Zhong-Wei, 2009), India (Jain and Kumar, 2012), Australia (Trewin, 2012), Canada (Vincent et al., 20 
Submitted), and East Africa (Christy et al., 2009). These analyses have used a range of methodologies and, 21 
in many cases, more data and metadata than available to the global analyses. Despite the range of analysis 22 
techniques they are generally in broad agreement with the global products in characterizing the long-term 23 
changes in mean temperatures. Of specific importance for the early global records, large summertime warm 24 
bias adjustments for many European 19th Century and early 20th Century records were revisited and broadly 25 
confirmed by a range of approaches (Bohm et al., 2010; Brunet et al., 2011). Since AR4 efforts have also 26 
been made to interpolate Antarctic records from the sparse, predominantly coastal ground-based network 27 
(O'Donnell et al., 2011; Steig et al., 2009). Although these agree that Antarctica as a whole is warming, 28 
substantial differences in reconstructed magnitude and spatial trend structure yield only low confidence in 29 
Antarctic region LSAT changes. 30 
 31 
2.4.1.2 Diurnal Temperature Range 32 
 33 
In AR4 Diurnal Temperature Range (DTR) was found, globally, to have narrowed with minimum daily 34 
temperatures increasing faster than maximum daily temperatures. However significant multi-decadal 35 
variability was highlighted including a recent period of no change. Since AR4 uncertainties in DTR and its 36 
physical interpretation have become much more apparent. 37 
 38 
No in-depth global analysis of DTR has been undertaken subsequent to (Vose et al., 2005a), reported in AR4 39 
for the period 1950–2004. The Berkeley group note globally an apparent reversal since the mid-1980s; with 40 
DTR increasing since then (Rhode et al., submitted). Makowski et al. (2009) found that the long-term trend 41 
of annual DTR in Europe over 1950 to 2005 changed from a decrease to an increase in the 1970s in Western 42 
Europe and in the 1980s in Eastern Europe. Roy and Balling (2005) found significant increases in both 43 
maximum and minimum temperatures for India, but little change in DTR over 1931–2002. Christy et al. 44 
(2009) reported that for East Africa there has been no pause in the narrowing of DTR in recent decades. 45 
 46 
Various investigators (e.g., Christy et al., (2009), Pielke and Matsui, (2005)) have raised doubts about the 47 
physical interpretation of minimum temperature trends. They hypothesize that microclimate and local 48 
atmospheric composition impacts are most apparent in minimum temperatures because the dynamical mixing 49 
is much reduced. Parker (2006) used the difference between calm and windy nights to address these posited 50 
issues with minimum temperature trends and found no difference between trends for calm and windy nights 51 
on a global average basis. If the data were affected in this way, then a trend difference would be expected. 52 
Using more complex boundary layer modelling techniques Steeneveld et al. (2011) and McNider et al. 53 
(2012) showed much lower sensitivity to windspeed variations than posited by Pielke and Matsui but both 54 
concluded that boundary layer understanding was key to understanding minimum temperature changes. 55 
 56 
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Real non-climatic data artefacts certainly affect maximum and minimum differently in the raw records for 1 
both recent (Fall et al., 2011; Williams et al., 2012) and older (Bohm et al., 2010; Brunet et al., 2011) 2 
records. Hence there could be issues over interpretation of apparent DTR trends and variability in many 3 
regions (Christy et al., 2009; Christy et al., 2006; Fall et al., 2011; Williams et al., 2012), particularly when 4 
accompanied by regional-scale Land Use / Land Cover changes (Christy et al., 2006). As most studies 5 
looking at DTR to date have considered data that had not been assessed for homogeneity, it is unclear to 6 
what extent the conclusions from such studies are afflicted by diurnally differentiated biases in the data 7 
yielding spurious time series behaviour in DTR. Hence there is only low-to-medium confidence in global 8 
DTR trends. 9 
 10 
2.4.1.3 Land-Use Change and Urban Heat Island Effects  11 
 12 
In AR4 Urban Heat Island (UHI) effects were concluded to be real local phenomena with negligible impact 13 
on changes in the global average. UHI and land-use land-cover change (LULC) effects arise mainly because 14 
the modified surface affects the storage and transfer of heat. For single discrete locations these impacts may 15 
dominate all other factors. Since AR4 there has been substantial further research in this area which has 16 
investigated the issue in a myriad of ways. 17 
 18 
For UHI, regionally, most recent attention has focused upon China where in some regions that have rapidly 19 
developed, UHI and LULC impacts on regional trends have been substantial. A variety of investigations 20 
using methods as diverse as sea surface temperature comparisons (e.g., Jones et al., 2008), urban minus rural 21 
(e.g., Ren et al.,(2008) Yang et al.,(2011b)) and observations minus reanalysis (e.g., Yang et al., 2011b; Hu 22 
et al., 2010) broadly agree that the effect is approximately 20% in Eastern China and of the order 0.1°C per 23 
decade nationally (see Table 1 in Yang et al., 2011b) over the last 30 years. Fujibe (2009) implicitly ascribes 24 
about 25% of Japanese warming trends in 1979–2006 to urban development. Das et al. (2011) confirmed that 25 
many Japanese sites have experienced UHI warming up to double the background warming, but that 26 
apparently rural stations show plausibly unaffected behaviour. Conversely, Jones and Lister (2009) and 27 
Wilby et al. (2011) using data from London (UK) concluded that some sites which have always been urban 28 
and where the UHI has not grown in magnitude will exhibit regionally indicative trends and that UHI effects 29 
may exhibit multi-decadal trends driven primarily by synoptic variations. Almazroui et al. (Submitted) found 30 
no evidence for urban influences on Saudia Arabian temperatures despite rapid urbanization. 31 
 32 
Estimates of large-scale temperature change have tended either to avoid urban observing sites, or adjusted 33 
their data to match regional rural trends (Hansen et al., 2010; Menne and Williams, 2009; Parker, 2010). For 34 
the US network, Hausfather et al. (Submitted) showed that the adjustments removed much of an apparent 35 
systematic difference between urban and rural locations, concluding that this arose from adjustment of 36 
biased urban location data rather than vice-versa. Globally, Hansen et al. (2010) used satellite-based 37 
nightlight radiances to estimate the worldwide influence on LSAT of local urban development. Adjustments 38 
only reduced the global 1900–2009 temperature change (averaged over land and ocean) from 0.71°C to 39 
0.70°C. Wickham et al. (submitted) similarly used satellite data and a much larger network of stations and 40 
found that urban locations exhibited less warming than rural stations, although not statistically significantly 41 
so, over 1950 to 2010. Efthymiadis and Jones (2010) estimated an absolute upper limit on urban influence 42 
globally of 0.02°C per decade, or ~15% of the total trends, in 1951–2009 from trends of coastal land and sea 43 
surface temperature.  44 
 45 
McKitrick and Michaels (2004) and de Laat and Maurellis (2006) assessed national socioeconomic and 46 
geographical indicators, concluding that UHI and related LULC have caused much of the observed LSAT 47 
warming. AR4 concluded the correlation ceases to be statistically significant if one takes into account the 48 
fact that the locations of greatest socioeconomic development are also those that have been most warmed by 49 
atmospheric circulation changes. AR4 provided no explicit evidence for this overall assessment result. 50 
Subsequently McKitrick and Michaels (2007) corroborated their earlier finding, concluding that about half 51 
the reported warming trend in global-average land surface air temperature in 1980–2002 resulted from local 52 
land-surface changes and faults in the observations. In contrast, Schmidt (2009) concluded that much of the 53 
reported correlation likely arose due to naturally occurring climate variability and model over-fitting and was 54 
not robust. Taking these factors into account, modified analyses by McKitrick (2010) and McKitrick and 55 
Nierenberg (2010) still yielded apparently significant evidence for such contamination of the record. 56 
McKitrick (Submitted) noted how such studies need not be contradictory and concluded that neither the 57 
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findings of Schmidt (2009) nor Parker (2006) invalidated the findings of the various earlier McKitrick and 1 
colleagues analyses. In contrast, several studies have shown the methodologically diverse set of modern 2 
reanalysis products and the various LSAT records at global and regional levels to be similar since at least the 3 
mid 20th Century (Ferguson and Villarini, 2012; Ferguson and Villarini, Submitted; Parker, 2011; Simmons 4 
et al., 2010; Vose et al., 2012a). These reanalysis products on average imply slightly more, rather than 5 
significantly less (as posited by socio-economic indicator regressions), warming than the observed data sets. 6 
A hypothesized residual significant warming artefact argued for by socioeconomic regressions is therefore 7 
physically inconsistent with many other components of the global observing system according to a range of 8 
data assimilation models (Box 2.3). These models do not directly utilize the LSAT measurements but rather 9 
infer LSAT estimates thus representing an independent estimate.  10 
 11 
It is indisputable that UHI and LULC are confounding influences on raw temperature measurements. At 12 
question is the extent to which such issues remain in the global products (as residual biases). Analyses 13 
ranging from urban-rural comparisons, socio-economic indicator regressions, coastal land-sea contrasts, 14 
calm and windy conditions, and reanalyses comparisons have all been used to quantify these influences since 15 
AR4. It is important to note that no published study since AR4 has implied that all, or even the majority of, 16 
the recent LSAT warming trend can be accounted for by UHI and LULC effects. Based primarily upon the 17 
range of urban minus rural comparisons and the degree of agreement with a broad range of reanalyses 18 
products it is concluded that it is likely that residual biases account for no larger than 10% of the warming 19 
trend globally and 25% regionally in rapidly developing regions. 20 
 21 
2.4.2 Sea Surface Temperature and Marine Air Temperature 22 
 23 
AR4 concluded that ‘recent’ warming (since the 1950s) is strongly evident at all latitudes in sea surface 24 
temperatures (SST) over each ocean. Prominent spatio-temporal structures including the El Nino and Pacific 25 
Decadal variability patterns in the Pacific Ocean and a hemispheric asymmetry in the Atlantic Ocean were 26 
highlighted as contributors to the regional differences in surface warming rates, which in turn affect 27 
atmospheric circulation. Since AR4 the availability of metadata has increased, data completeness has 28 
improved and a number of new SST products have been produced. Inter-comparisons of data obtained by 29 
different measurement methods, including satellite data, have resulted in better understanding of errors and 30 
biases in the record.  31 
 32 
2.4.2.1 Advances in Assembling Data Sets and in Understanding Data Error 33 
 34 
2.4.2.1.1 In situ data records 35 
Historically, most SST observations were obtained from moving ships. Buoy and satellite measurements 36 
comprise a significant and increasing fraction of SST measurements from the 1980s onward (Figure 2.17). 37 
Improvements in the understanding of uncertainty have been expedited by the use of metadata (Kent et al., 38 
2007) and the recovery of observer instructions and other related documents. Early data were systematically 39 
biased cold because they were made using canvas or wooden buckets that, on average, lost a great deal of 40 
heat to the air before the measurements were taken (Folland and Parker, 1995). This effect has long been 41 
recognized, and prior to AR4 represented the only artefact adjusted in gridded SST products, like HadSST2 42 
(Rayner et al., 2006). The adjustments, made using ship observations of night marine air temperature data 43 
(NMAT) and other sources, had a striking effect on the SST global mean estimates (see ICOADS, NMAT, 44 
and HadSST2 curves for 1850–1941 in Figure 2.16).  45 
 46 
[INSERT FIGURE 2.16 HERE] 47 
Figure 2.16: Global annually averaged SST and NMAT relative to a 1961-1990 climatology from gridded data sets of 48 
SST observations (HadSST2 and its successor HadSST3), the raw SST measurement archive (ICOADS, v2.5) and night 49 
marine air temperatures data set HadNMAT2 (Kent et al., Submitted). Both HadSST2 and HadSST3 are based on SST 50 
observations from versions of the ICOADS data set, where some measurement biases were corrected. Largest 51 
corrections are applied to the period before 1941 and are informed, in particular, by night marine air temperature data. 52 
In HadSST3 biases are adjusted for the entire period (Kennedy et al., 2011c).  53 
 54 
Measurement methods with smaller biases and buckets of improved design came into use after 1941 (Figure 55 
2.17, top); biases were reduced further in recent decades, but not eliminated (Figure 2.17, bottom). 56 
Increasing density of SST observations made possible the identification (Kennedy et al., 2011a; Reynolds et 57 
al., 2002a; Reynolds et al., 2010) and correction of these smaller biases (HadSST3, Kennedy et al., 2011c). 58 
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The difference between HadSST3 and HadSST2 global means (Figure 2.16) is particularly prominent in 1 
1945–1970 period, where biases due to the ERI-to-bucket transition after the end of World War II 2 
(Thompson et al., 2008) are corrected in HadSST3. Some degree of independent check on the validity of 3 
these adjustments comes from a comparison to sub-surface temperature data (discussed further in Chapter 3 4 
(Gouretski et al., Submitted)). For periods longer than a century the effect of HadSST3-HadSST2 differences 5 
on linear trend slopes is small relative to the trend estimation uncertainty (Table 2.5).  6 
 7 
 8 
Table 2.5: Same as Table 2.4 but for two subsequent versions of the HadSST data set to show the impact of HadSST2 9 
to HadSST3 changes on multi-decadal trend estimates through the overlap period ending in 2011. HadSST2 has been 10 
used in AR4; HadSST3 is used in this chapter. 11 

Data Set 1880–2011 1901–2011 1901–1950 1951–2011 1979–2011 

HadSST3 0.054 ± 0.012 0.067 ± 0.013 0.117 ± 0.028 0.074 ± 0.028 0.127 ± 0.030 

HadSST2 0.050 ± 0.015 0.069 ± 0.013 0.084 ± 0.055 0.098 ± 0.018 0.125 ± 0.033 

 12 
 13 
[INSERT FIGURE 2.17 HERE] 14 
Figure 2.17: Temporal changes in the prevalence of different measurement methods in the ICOADS. Top: fractional 15 
contributions of observations made by different measurement methods: bucket observations (blue), ERI and hull contact 16 
sensor observations (green), moored and drifting buoys (red), and unknown (yellow). Bottom: Global annual average 17 
SST anomalies based on different kinds of data: engine room intake (ERI) and hull contact sensor (green), bucket 18 
(blue), buoy (red), and all (black). Averages are computed over all times and locations where both ERI and hull 19 
measurements, (but not necessarily buoy data) were simultaneously available. Adapted from Kennedy et al. (2011c). 20 
 21 
The traditional approach to estimating random error of in situ SST data assumed the independence of 22 
individual measurements. Kent and Berry (2008) introduced platform-dependent biases, which are constant 23 
within the same ‘platform’ (e.g., an individual ship or buoy), but change from platform to platform in a 24 
random fashion. HadSST3 accounting for such correlated errors (Kennedy et al., 2011b) resulted in error 25 
estimates for global and hemispheric monthly means that are more than twice the estimates from HadSST2. 26 
 27 
Datasets of MAT have traditionally been restricted to night-time series (NMAT) due to the direct solar 28 
heating effect on the daytime measurements, although corrected MAT records from 1973-present are already 29 
available (Berry and Kent, 2009). Other major biases, affecting both night-time and day-time MAT are due 30 
to increasing deck height with the general increase in the size of ships over time and non-standard 31 
measurement practices. Recently these biases were re-examined and explicit uncertainty calculation 32 
undertaken for NMAT by (Kent et al., Submitted) building confidence in the reality of multidecadal 33 
warming in the near surface air temperature above the sea surface since the late 19th Century. 34 
 35 
2.4.2.1.2 Satellite SST data records 36 
The majority of satellite SST data are collected by sensors primarily designed for meteorological purposes 37 
and have to be tuned to in situ observations. Satellite-based data sets describe global SST fields with a level 38 
of spatial detail unachievable with in situ data only. The principal IR sensor is the Advanced Very High 39 
Resolution Radiometer (AVHRR) series. Since AR4, the AVHRR time series has been reprocessed 40 
consistently back to March 1981 (Casey et al., 2010) to create the AVHRR Pathfinder v5.2 data set. Passive 41 
microwave data sets of SST are available since 1997 equatorward of 40o and since 2002 near-globally 42 
(Gentemann et al., 2004; Wentz et al., 2000). They are generally less accurate than IR-based SST data sets, 43 
but their superior coverage in areas of persistent cloudiness provides SST estimates where the IR record has 44 
none (Reynolds et al., 2010).  45 
 46 
The Along Track Scanning Radiometer (ATSR) series of three sensors was designed for climate monitoring 47 
of SST; its combined record starts in August 1991 and exceeds two decades. The ATSRs are ‘dual-view’ IR 48 
radiometers intended to support atmospheric effects removal without use of in situ observations. Since AR4, 49 
ATSR observations have been reprocessed with new estimation techniques (Embury and Merchant, 2011). 50 
The resulting SST product seem to be more accurate than many in situ observations (Embury et al., 2011). In 51 
terms of monthly global means, the agreement is illustrated in Figure 2.18. By analyzing AATSR and in situ 52 
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data together, Kennedy at al. (2011a) verified and extended existing models for biases and random errors of 1 
in situ data. 2 
 3 
[INSERT FIGURE 2.18 HERE] 4 
Figure 2.18: Global monthly mean SST anomaly from satellites (ATSRs) and in situ records (HadSST3). Black lines: 5 
the 100 member HadSST3 ensemble. Red lines: ATSR night-time SST0.2m estimates from the ATSR Reprocessing for 6 
Climate (ARC) project. Retrievals based on three spectral channels (D3, solid line) are more accurate than retrievals 7 
based on only two (D2, dotted line). Contributions of the three different ATSR missions to the curve shown are 8 
indicated at the bottom. The in situ and satellite records were co-located within 5° × 5° monthly grid boxes: only those 9 
where both data sets had data in the same month were used in the comparison. Adapted from Merchant et al. 10 
(Submitted). 11 
 12 
2.4.2.2 Interpolated SST Products and Trends 13 
 14 
SST datasets form major part of global surface temperature analyses considered in this assessment report. To 15 
use an SST data set as a boundary condition for atmospheric reanalyses products (Box 2.3) and in 16 
atmosphere only climate models considered in Chapter 9 onwards, a gridded data set with complete coverage 17 
over the global ocean is typically needed too. They are usually produced by a form of kriging (optimal 18 
interpolation) procedure. For the pre-satellite era (generally, before October 1981) only in situ data are used; 19 
for the later period some products use the satellite data as well. Figure 2.19 intercompares interpolated SST 20 
data sets that extend back to the 19th century with the uninterpolated HadSST3 product and the MAT 21 
HadNMAT2 product. Linear trend estimates for global mean SSTs from those products updated through 22 
2011 are presented in Table 2.6. 23 
 24 
[INSERT FIGURE 2.19 HERE] 25 
Figure 2.19: Global annually averaged SST and NMAT relative to a 1961–1990 climatology from state of the art 26 
datasets. Interpolated products are shown by solid lines; non-interpolated products by dashed lines. 27 
 28 
 29 
Table 2.6: Same as Table 2.4 but for SST data sets. Trends for periods for which a time series is incomplete are not 30 
shown. 31 

Data Set 1880–2011 1901–2011 1901–1950 1951–2011 1979–2011 

HadISST1 0.042 ± 0.008 0.052 ± 0.007 0.067 ± 0.024 0.064 ± 0.015 0.074 ± 0.025 

COBE-SST  0.058 ± 0.008 0.066 ± 0.032 0.072 ± 0.014 0.075 ± 0.021 

ERSSTv3b 0.053 ± 0.016 0.070 ± 0.012 0.096 ± 0.049 0.088 ± 0.018 0.109 ± 0.031 

HadSST3 0.054 ± 0.012 0.067 ± 0.013 0.117 ± 0.028 0.074 ± 0.028 0.127 ± 0.030 

 32 
 33 
2.4.3 Global Combined Land and Ocean Surface Temperature 34 
 35 
AR4 concluded that the global average surface temperature had increased, especially since 1950. 36 
Independently produced data sets were found to be consistent. Subsequent developments in land and SST 37 
have led to better understanding of the data and their uncertainties as discussed in preceding sections. This 38 
improved understanding has led to revised global products.  39 
 40 
Changes have been made to all three data sets that were used in AR4 (Hansen et al., 2010; Morice et al., 41 
2012; Vose et al., 2012b). These are now in somewhat better agreement with each other over recent years, in 42 
large part because HadCRUT4 now better samples the NH high latitude land regions (Morice et al., 2012; 43 
Simmons et al., 2010). Global mean surface temperatures have increased since the late 19th Century. 44 
Warming has not been linear; most warming occurred in two periods: c.1900 to c.1940 and c.1970 onwards. 45 
Starting in the 1980s each decade has been significantly warmer than all preceding decades in HadCRUT4 46 
which explicitly quantifies a large number of sources of uncertainty (Figure 2.20). All ten of the warmest 47 
years have occurred since 1997, with 2010 and 2005 effectively tied for the warmest year on record in all 48 
three products. However, uncertainties on individual annual values are sufficiently large that the top ten or so 49 
years are statistically indistinguishable from one another. Using HadCRUT4 according to its published 50 
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uncertainty estimate method, the warming from 1886-1905 (early-industrial) to 1986-2005 (reference period 1 
for the modelling chapters and the Atlas in Annex 1) is 0.66°C ± 0.06°C (5 to 95% confidence interval). 2 
 3 
[INSERT FIGURE 2.20 HERE] 4 
Figure 2.20: Decadal mean temperature anomalies (white vertical lines) and their uncertainties (5–95 percentile ranges 5 
as coloured blocks) based upon the LSAT and SST combined HadCRUT4 ensemble (Morice et al., 2012). Anomalies 6 
are relative to a 1961–1990 climatology. 1850s indicates the period 1850-1859, and so on. NCDC MLOST and GISS 7 
dataset best-estimates are also shown. 8 
 9 
Differences between data sets are much smaller than both inter-annual variability and the long-term trend 10 
(Figure 2.21). However, there are some decadal timescale differences. Much interest has focussed on 11 
differences in the period since 1998 and an apparent flattening in HadCRUT3 trends. Various investigators 12 
have pointed out the limitations of such short-term trend analysis in the presence of auto-correlated series 13 
variability and that several other similar length phases of no warming exist in all the observational records 14 
and in climate model simulations (Easterling and Wehner, 2009; Grant Foster and Stefan, 2011; Peterson et 15 
al., 2009; Santer et al., 2011). This issue is discussed in the context of model behaviour and natural 16 
variability in Chapter 10. Regardless, changes to HadCRUT4 (Morice et al., 2012), primarily as a result of 17 
incorporation of more high-latitude NH land data, mean that all products now show a warming trend since 18 
1998 (0.055°C per decade (HadCRUT4); 0.042°C per decade (MLOST); 0.093C/decade (GISS), none of 19 
these are statistically significant). Differences between data sets are larger in earlier periods that have 20 
received less focus, particularly prior to c.1945 when observational sampling is much more geographically 21 
incomplete (and many of the well sampled areas may have been globally unrepresentative (Bronnimann, 22 
2009)), the data errors and subsequent methodological impacts are larger (Thompson et al., 2008), and the 23 
different ways of accounting for data void regions become more important (Vose et al., 2005b). 24 
 25 
[INSERT FIGURE 2.21 HERE] 26 
Figure 2.21: Global mean surface temperature anomalies relative to a 1961–1990 climatology from the latest version of 27 
the three combined LSAT and SST data sets. 28 
 29 
Since 1901 almost the whole globe has experienced surface warming (Figure 2.22, left hand panels). This 30 
warming is generally greater over land than oceans and greater in mid- to high-latitude regions. Over the 31 
satellite era most of the globe again experienced warming (Figure 2.22, right hand panels), but over this 32 
shorter period a greater proportion of the globe exhibits cooling, in particular over the oceans. Shorter 33 
periods are noisier and so proportionately less of the sampled globe exhibits statistically significant trends at 34 
the gridbox level in this period. The global mean warming rate has been much greater in this recent period 35 
and global trends are significant for all multi-decadal periods considered here (Table 2.7). 36 
 37 
[INSERT FIGURE 2.22 HERE] 38 
Figure 2.22: Trends in surface temperature from the three global datasets for 1901–2011 (left hand panels) and 1979–39 
2011 (right hand panels). Trends have been calculated only for those grid boxes with greater than 70% complete records 40 
and more than 20% data availability in first and last decile of the period. Grid boxes where the trend is significant at the 41 
10% level are indicated by a +. Differences in coverage primarily reflect the degree of interpolation undertaken by the 42 
dataset providers ranging from none (HadCRUT4) to substantial (GISS). 43 
 44 
 45 
Table 2.7: Same as Table 2.4, but for combined surface temperature global average values over five common periods.  46 

Data Set 1880–2011 1901–2011 1901–1950 1951–2011 1979–2011 
HadCRUT4 0.062 ± 0.012 0.075 ± 0.013 0.107 ± 0.026 0.107 ± 0.028 0.161 ± 0.032 
NCDC MLOST 0.061 ± 0.015 0.077 ± 0.014 0.094 ± 0.040 0.116 ± 0.022 0.154 ± 0.032 
GISS 0.060 ± 0.010 0.070 ± 0.012 0.079 ± 0.027 0.113 ± 0.022 0.157 ± 0.034 
 47 
 48 
2.4.4 Upper Air Temperature 49 
 50 
AR4 concluded that globally the troposphere was warming at a rate indistinguishable from reported surface 51 
trends over the common period of record. Trends in the tropics were concluded to be more uncertain 52 
although even this region was concluded to be warming. Globally, the stratosphere was concluded to be 53 
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cooling over the satellite era starting in 1979. New advances since AR4 have highlighted the substantial 1 
degree of uncertainty in both satellite and weather balloon records.  2 
 3 
2.4.4.1 Advances in Multi-Decadal Observational Records  4 
 5 
The major global radiosonde records extend back to 1958 with temperatures, measured as the balloon 6 
ascends, reported at pressure levels. Satellites have monitored tropospheric and lower stratospheric 7 
temperature trends since late 1978 through the Microwave Sounding Unit (MSU) and its follow-on 8 
Advanced Microwave Sounding Unit (AMSU) since 1998. These measures of upwelling radiation represent 9 
bulk (volume averaged) atmospheric temperature (Figure 2.23). The ‘Mid-Tropospheric’ (MT) MSU channel 10 
that most directly corresponds to the troposphere has 10–15% of its signal from both the skin temperature of 11 
the Earth’s surface and the stratosphere. Two alternative approaches have been suggested for removing the 12 
stratospheric component based upon differencing of view angles (LT) and statistical recombination (*G) 13 
with the ‘Lower Stratosphere’ (LS) channel (Fu et al., 2004; Spencer and Christy, 1992). The MSU satellite 14 
series also included a Stratospheric Sounding Unit (SSU) that measured at higher altitudes (Seidel, 2011). 15 
 16 
[INSERT FIGURE 2.23 HERE] 17 
Figure 2.23: Vertical weighting functions for those satellite temperature retrievals discussed in this chapter (modified 18 
from Seidel et al. (2011)). The dashed line indicates the typical maximum altitude achieved in the historical radiosonde 19 
record. The three SSU channels are denoted by the designated names 25, 26 and 27. LS (Lower Stratosphere) and MT 20 
(Mid Troposphere) are two direct MSU measures and LT (Lower Troposphere) and *G (Global Troposphere) are 21 
derived quantities from one or more of these that attempt to remove the stratospheric component from MT. 22 
 23 
At the time of AR4 there were only two radiosonde data sets that included treatment of homogeneity issues: 24 
RATPAC (Free et al., 2005) and HadAT (Thorne et al., 2005). Three additional estimates have appeared 25 
since AR4; these are based on novel and distinct approaches. In addition, a systematic effort has been made 26 
to understand uncertainty in the HadAT product. A group at the University of Vienna have produced 27 
RAOBCORE and RICH (Haimberger, 2007; Haimberger et al., 2008; Haimberger et al., 2012) using ERA 28 
reanalysis products (Box 2.3). Sherwood and colleagues developed an iterative universal kriging approach 29 
for radiosonde data to create IUK (Sherwood et al., 2008) and concluded that non-climatic data issues 30 
remained in the deep tropics even after homogenisation. The HadAT group created an automated version, 31 
undertook systematic experimentation and concluded that the parametric uncertainty was of the same order 32 
of magnitude as the apparent climate signal (McCarthy et al., 2008; Thorne et al., 2011a). A similar 33 
ensemble approach has also been applied to the RICH product (Haimberger et al., 2012). These various 34 
ensembles exhibited more tropospheric warming / less stratospheric cooling than existing products at all 35 
levels. Globally the radiosonde records all imply the troposphere has warmed and the stratosphere cooled 36 
since 1958 but with uncertainty in the rate of change that grows with height. This uncertainty is much greater 37 
outside the better sampled NH extra-tropics (Haimberger et al., 2012; Thorne et al., 2011a), and even here is 38 
of the order 0.1°C per decade. 39 
 40 
For MSU, AR4 considered estimates produced from three groups: UAH (University of Alabama in 41 
Huntsville); RSS (Remote Sensing Systems) and VG2 (now deprecated). A new product has been created by 42 
NOAA labelled STAR. The new STAR analysis used a fundamentally distinct approach for the critical inter-43 
satellite warm target calibration step (Zou et al., 2006a). STAR exhibits more warming / less cooling at all 44 
levels than UAH and RSS. For MT and LS (Zou and Wang, 2010) concluded that this does not primarily 45 
relate to use of the inter-satellite calibration technique but rather differences in other processing steps. RSS 46 
also produced a comprehensive model of their parametric uncertainty (Box 2.1) employing a Monte-Carlo 47 
approach allowing methodological inter-dependencies to be fully expressed (Mears et al., 2011). For large-48 
scale trends dominant effects were inter-satellite offset determinations and, for tropospheric channels, diurnal 49 
drift. Uncertainties in resulting trend estimates were concluded to be of the order 0.1°C per decade at the 50 
global mean for both tropospheric channels (where it is of comparable magnitude to the long-term trends) 51 
and the stratospheric channel. 52 
 53 
SSU provides the only long-term near-global temperature data above the lower stratosphere, with the series 54 
terminating in 2006. Until recently only one SSU data set existed (Nash and Edge, 1989), updated by Randel 55 
et al. (2009). Liu and Weng (2009) have produced an intermediate analysis for Channels 25 and 26 (but not 56 
channel 27), and Wang et al. (2012c) have produced a more complete analysis. Differences between the 57 
independent estimates, documented in Seidel et al. (2011) and Wang et al. (2012c) are much larger than 58 
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differences between MSU records or radiosonde records at lower levels, with substantial inter-decadal time 1 
series behaviour departures and trend differences of the order 0.5°C per decade (Wang et al., 2012c). 2 
Although all SSU data sets agree that the stratosphere is cooling, there is therefore low confidence in the 3 
details above the lower stratosphere. 4 
 5 
2.4.4.2 Intercomparisons of Various Long-Term Radiosonde and MSU Products  6 
 7 
Since AR4 there have been a large number of intercomparisons between radiosonde and MSU data sets. 8 
Interpretation is complicated, as most studies considered data set versions that have since been superseded. 9 
Several studies compared UAH and RSS products to local, regional or global raw / homogenized radiosonde 10 
data (Christy, 2010; Christy and Norris, 2006; Christy and Norris, 2009; Christy et al., 2007; Christy et al., 11 
2011; Mears et al., Submitted; Po-Chedley and Fu, 2012; Randall and Herman, 2008). Early studies focussed 12 
upon the time of transition from NOAA-11 to NOAA-12 (early 1990s), which indicated an apparent issue in 13 
RSS. Christy et al. (2007) noted that this coincided with the Mount Pinatubo eruption and that RSS was the 14 
only product, either surface or tropospheric, that exhibited tropical warming immediately after the eruption 15 
when cooling would be expected. Using reanalyses data Bengtsson and Hodges (2011) also found evidence 16 
of a potential jump in RSS in 1993 over the tropical oceans. Mears et al. (Submitted) cautioned that an El 17 
Nino event quasi-simultaneous with Pinatubo complicates interpretation. Mears et al. (Submitted) also 18 
highlighted several other periods of disagreement between radiosonde records and MSU records. Po-Chedley 19 
and Fu (2012) highlighted an apparent artefact in UAH earlier in the record associated with NOAA-9; 20 
although their interpretation of its size and significance was disputed by Christy and Spencer (Submitted). 21 
All MSU records were most uncertain when satellite orbits are drifting rapidly (Christy and Norris, 2006; 22 
Christy and Norris, 2009) and it was cautioned that there were potential common residual biases (of varying 23 
magnitudes) in the MSU and radiosonde records (Christy and Norris, 2006; Christy and Norris, 2009; Mears 24 
et al., Submitted). Mears et al. (2011) found that trend differences between RSS and other data sets could not 25 
be explained in many cases by parametric uncertainties in RSS alone. McKitrick et al (2010) found no 26 
statistical difference between the average of all satellite and all radiosonde products. 27 
 28 
The data clearly indicate warming of the troposphere and cooling of the stratosphere. However, the 29 
differences among the data sets, all of which are uncertain, means there can only be low confidence in the 30 
details of the upper air temperature trends. 31 
 32 
2.4.4.3 Additional Evidence from Other Technologies and Approaches 33 
 34 
Global Positioning System (GPS) radio occultation (RO) currently represents the only self-calibrated SI 35 
traceable raw satellite measurements (Anthes, 2011; Anthes et al., 2008). The fundamental observation is 36 
time delay of the occulted signal’s phase traversing the atmosphere. The time delay is a function of several 37 
atmospheric physical state variables. Subsequent analysis converts the time delay to temperature and other 38 
parameters, which inevitably adds some degree of uncertainty to the temperature data, which is not the 39 
directly measured quantity. Intercomparisons of GPS-RO products show that differences are largest for 40 
derived geophysical parameters (including temperature), but are still small relative to other observing 41 
technologies (Ho et al., Submitted). Comparisons to MSU and radiosondes (Baringer et al., 2010; He et al., 42 
2009; Kuo et al., 2005; Sun et al., 2010) Ho et al. (2009a; 2009b; 2007) and Ladstadter et al. (2011) show 43 
substantive agreement in interannual behaviour, but also some multi-year drifts that require further 44 
examination before this additional data source can usefully arbitrate between different MSU and radiosonde 45 
products trends.  46 
 47 
Atmospheric winds are driven by thermal gradients. Radiosonde winds are far less obviously affected by 48 
time-varying biases than their temperatures (Gruber and Haimberger, 2008; Sherwood et al., 2008). Allen 49 
and Sherwood (2007) initially used radiosonde wind to infer temperatures within the Tropical West Pacific 50 
warm pool region, then extended this to a global analysis (Allen and Sherwood, 2008) yielding a distinct 51 
tropical upper tropospheric warming trend maximum within the vertical profile, but with large uncertainty. 52 
Winds can only quantify relative changes and require an initialization (location and trend at that location) 53 
(Allen and Sherwood, 2008). The large uncertainty range was predominantly driven by this initialization 54 
choice, a finding later confirmed by Christy et al. (2010), who in addition questioned the stability given the 55 
sparse geographical sampling, particularly in the tropics, and possible systematic wind speed bias sampling 56 
effects amongst other potential issues. Initializing closer to the tropics tended to reduce or remove the 57 
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appearance of a tropical upper tropospheric warming trend maximum (Allen and Sherwood, 2008; Christy et 1 
al, 2010). There is only low confidence in trends inferred from thermal winds given the relative immaturity 2 
of the analyses of this field and their large uncertainties. 3 
 4 
2.4.4.4 Synthesis of Free Atmosphere Temperature Estimates 5 
 6 
Global-mean lower tropospheric temperatures have increased since the mid 20th Century (Figure 2.24, 7 
bottom). Structural uncertainties are larger than at the surface but it can still be concluded that globally the 8 
troposphere has warmed. Uncertainty relates to the rate rather than sign of long-term changes, at least at the 9 
global mean (Table 2.8). On top of this long-term trend are super-imposed short-term variations that are 10 
highly correlated with those at the surface but of slightly greater amplitude. Global mean lower stratospheric 11 
temperatures have decreased since the mid-20th Century punctuated by short-lived warming events 12 
associated with explosive volcanic activity (Figure 2.24, top). Uncertainties are larger still than for the 13 
troposphere but these uncertainties again impact understanding of rate but not sign of long-term changes. 14 
Cooling rates are on average greater from radiosonde data sets than MSU data sets. This very likely relates to 15 
widely recognized cooling biases in radiosondes (Mears et al., 2006) which all data set producers explicitly 16 
caveat are likely to remain to some extent in their final products (Free and Seidel, 2007; Haimberger et al., 17 
2008; Sherwood et al., 2008; Thorne et al., 2011a). Since the mid-1990s little net change has occurred in 18 
lower stratospheric temperatures. 19 
 20 
[INSERT FIGURE 2.24 HERE] 21 
Figure 2.24: Global average lower stratospheric (top) and lower tropospheric (bottom) temperature anomalies relative 22 
to a 1981–2010 climatology from different data sets. STAR does not produce a lower tropospheric temperature product. 23 
Note that the y-axis resolution differs between the two panels. 24 
 25 
 26 
Table 2.8: Same as Table 2.4 but for radiosonde and MSU data set global average values over the radiosonde and 27 
satellite periods (Layers are depicted in Figure 2.23). Satellite records only start in 1979 and STAR do not produce an 28 
LT product.  29 

Data Set 1958–2011 1979–2011 
 LT MT LS LT MT LS 
HadAT2 0.161 ± 0.040 0.095 ± 0.036 –0.341 ± 0.089 0.167 ± 0.049 0.078 ± 0.061 –0.446 ± 0.214 
RAOBCORE 1.5 0.157 ± 0.032 0.110 ± 0.030 –0.187 ± 0.090  0.143 ± 0.051 0.080 ± 0.057 –0.273 ± 0.240 
RICH-obs 0.159 ± 0.032 0.103 ± 0.029 –0.285 ± 0.090 0.163 ± 0.048 0.084 ± 0.055 –0.343 ± 0.246 
RICH-tau 0.169 ± 0.033 0.111 ± 0.031 –0.282 ± 0.088 0.163 ± 0.049 0.084 ± 0.054 –0.355 ± 0.249 
RATPAC 0.136 ± 0.029 0.078 ± 0.028 –0.338 ± 0.097 0.130 ± 0.047 0.042 ± 0.053 -0.478 ± 0.235 
UAH    0.138 ± 0.048 0.049 ± 0.044 –0.384 ± 0.210 
RSS    0.139 ± 0.045 0.083 ± 0.045 –0.303 ± 0.181 
STAR     0.130 ± 0.048 –0.324 ± 0.187 
 30 
 31 
Global-average analyses hide interesting geographical trend variability (Figure 2.25). In comparison to the 32 
surface (Figure 2.22), tropospheric layers exhibit much smoother geographic trends with warming 33 
dominating cooling north of approximately 45°S and greatest warming in high northern latitudes. The lower 34 
stratosphere cooled almost everywhere but this cooling also exhibits substantial structure. Cooling is greatest 35 
in the highest southern latitudes and smallest in high northern latitudes. There are secondary stratospheric 36 
cooling maxima in the mid-latitude regions of each hemisphere.  37 
 38 
[INSERT FIGURE 2.25 HERE] 39 
Figure 2.25: Trends in MSU upper air temperature over 1979 to 2011 from UAH (left hand panels) and RSS (right 40 
hand panels) and for LS (top row) and LT (bottom row). Data are temporally complete within the sampled domains for 41 
each dataset. Grid boxes where the trend is significant at the 10% level are highlighted by a +.  42 
 43 
Available global and regional trends from radiosondes since 1958 (Figure 2.26) show agreement that the 44 
troposphere has warmed and the stratosphere cooled over this period. While there is little ambiguity in the 45 
sign of the changes, the rate and vertical structure of change are distinctly data set dependent, particularly in 46 
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the stratosphere. Differences are greatest in the tropics and SH extra-tropics where the historical radiosonde 1 
data coverage is poorest. Not shown in the figure for clarity are estimates of parametric data set uncertainties 2 
or trend-fit uncertainties – both of which are of the order at least 0.1°C per decade. 3 
 4 
[INSERT FIGURE 2.26 HERE] 5 
Figure 2.26: Linear temperature trend estimates for all available radiosonde data products that contain records for 6 
1958–2010 for the globe (top) and tropics (20°N–20°S) and extra-tropics (bottom). The bottom panel trace in each case 7 
is for trends on distinct pressure levels. Note that the pressure axis is not linear. The top panel points show MSU layer 8 
equivalent measure trends. MSU layer equivalents have been processed using the method of Thorne et al. (2005). No 9 
attempts have been made to sub-sample to a common data mask. 10 
 11 
Differences between available radiosonde data sets are greater during the satellite era than for the full 12 
radiosonde period of record in all regions and at most levels (Figure 2.27, c.f. Figure 2.26). The 13 
RAOBCORE product exhibits greater vertical trend gradients than other data sets and it has been posited that 14 
this relates to its dependency upon reanalysis fields (Christy et al., 2010; Sakamoto and Christy, 2009). MSU 15 
trend estimates in the troposphere are generally bracketed by the radiosonde range. In the stratosphere MSU 16 
deep layer estimates tend to show slightly less cooling. Over both 1958–2011 and 1979–2011 there is some 17 
evidence in the radiosonde products taken as a whole that the tropical tropospheric trends increase with 18 
height. But the magnitude and the structure is highly data set dependent. 19 
 20 
[INSERT FIGURE 2.27 HERE] 21 
Figure 2.27: As Figure 2.26 except for the satellite era 1979–2010 period and including MSU products. 22 
 23 
2.4.5 Summary 24 
 25 
It is virtually certain that global near surface temperatures have increased. Globally averaged near-surface 26 
combined land and ocean temperatures, according to several independent analyses, are consistent in 27 
exhibiting warming since 1901, much of which has occurred since 1979. Super-imposed upon the long-term 28 
changes are short-term climatic variations, so warming is not monotonic and trend estimates at decadal or 29 
shorter timescales tend to be dominated by short-term variations. Confidence in long-term temperature trends 30 
has increased with redundancy in measurement and analysis techniques and multiple published sensitivity 31 
and uncertainty studies.  32 
 33 
It is virtually certain that globally averaged land surface air temperatures have risen since the late 19th 34 
Century and that this warming has been particularly marked since the 1970s. Several independently analyzed 35 
global and regional land surface temperature data products support this conclusion. There is low confidence 36 
in changes prior to 1880 owing to the reduced number of estimates, the greater spread among the estimates, 37 
and particularly the much reduced observational sampling. Since AR4 significant efforts have been 38 
undertaken to identify and adjust for data issues and new estimates have been produced. These innovations 39 
have strengthened confidence in the land temperature records.  40 
 41 
Based primarily upon the substantial number of independent urban minus rural comparisons and the degree 42 
of agreement with a broad range of reanalyses products it is concluded that it is likely that residual biases 43 
arising from Urban Heat Islands and Land-Use Land-Cover changes account for no more than 10% of the 44 
land surface air temperature warming trend globally and 25% regionally in rapidly developing regions.  45 
 46 
New insights regarding the likelihood of differential bias impacts between minimum and maximum 47 
temperatures in many station records have reduced confidence in reported Diurnal Temperature Range 48 
(DTR) changes at the global and regional levels to medium-to-low. To date these DTR changes almost 49 
exclusively rely upon analysing the raw, bias impacted, data.  50 
 51 
It is virtually certain that global average sea surface temperatures have increased since the beginning of the 52 
20th Century. Since AR4, major improvements in availability of metadata and data completeness have been 53 
made, and a number of new global SST records have been produced. Intercomparisons of data obtained by 54 
different measurement methods, including satellite data, have resulted in better understanding of errors and 55 
biases in the record. While these innovations have helped highlight and quantify uncertainties and alter our 56 
understanding of the character of changes since the mid 20th Century, they do not alter the conclusion that 57 
global SSTs have increased both since the 1950s and since the late 19th Century. 58 
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 1 
Based upon multiple independent analyses from weather balloons and satellites it is virtually certain that 2 
globally the troposphere has warmed since the mid 20th Century. However, there is only medium to low 3 
confidence in the rate and vertical structure. There is medium confidence in the rate of change and its vertical 4 
structure in the NH extra-tropics, while elsewhere confidence is low, particularly in the tropical upper 5 
troposphere and over the shorter period since 1979. Through construction of several additional data sets, 6 
detailed intercomparisons among data sets, and better understanding of uncertainties in pre-existing data sets, 7 
the large uncertainty has become much more apparent since AR4. Estimates of tropospheric warming rates 8 
encompass surface warming estimates.  9 
 10 
While it is virtually certain that globally the stratosphere has cooled since the mid 20th Century, there is only 11 
low confidence in the cooling rate and vertical structure. Cooling of the lower stratosphere is consistently 12 
estimated to have levelled off in the past decade. Confidence is low in temperature changes in the mid- and 13 
upper stratosphere where data sets are both substantially less mature and poorly documented.  14 
 15 
[START FAQ 2.1 HERE] 16 
 17 
FAQ 2.1: How do We Know the World is Warming? 18 
 19 
Evidence for a warming world comes from multiple climate indicators, from high up in the atmosphere to the 20 
depths of the oceans. They include changes in surface, atmospheric, and oceanic temperatures, glaciers, 21 
snow cover, sea ice, sea level, and atmospheric water vapour. Scientists from all over the world have 22 
independently verified this evidence many times. That the world has warmed since the nineteenth century is 23 
unequivocal. 24 
 25 
Discussion around warming often centres on biases in temperature records from land-based weather stations. 26 
These records are very important, but they only represent one indicator of changes in the climate system. 27 
Broader evidence for a warming world comes from a wide range of physically-consistent measurements of 28 
many other, strongly interlinked, elements of the climate system (FAQ 2.1, Figure 1).  29 
 30 
[INSERT FAQ 2.1, FIGURE 1 HERE] 31 
FAQ 2.1, Figure 1: Repeated analyses of independently measured components of the climate system which would be 32 
expected to change in a warming world, exhibit trends consistent with warming (arrow direction denotes the sign of the 33 
change), as shown in FAQ 2.1, Figure 2. 34 
 35 
A rise in global average surface temperatures is the best-known indicator of climate change. Although each 36 
year and even decade is not always warmer than the last, global surface temperatures have warmed 37 
substantially since 1900.  38 
 39 
Warming land temperatures correspond closely with the observed warming trend over the oceans.  40 
Warming oceanic air temperatures, measured from aboard ships, and temperatures of the sea surface itself 41 
also coincide, as borne out by many independent analyses. 42 
 43 
The atmosphere and ocean are both fluid bodies, so if the warming at the surface is real, it should also be 44 
seen in the lower atmosphere, and down into the upper oceans, and observations confirm that this is indeed 45 
the case. Analyses of measurements made by weather balloons and satellites consistently show warming of 46 
the troposphere, the active weather layer of the atmosphere.  47 
 48 
More than 90 per cent of the energy absorbed by the climate system since at least the 1970s has been stored 49 
in the oceans as evidenced in global records of ocean heat content going back to the 1950s. As the oceans 50 
warm, the water itself expands. This expansion is one of the main drivers of the independently observed rise 51 
in sea levels over the past century. Melting of glaciers and ice sheets also contribute, as do changes in land 52 
storage of water. 53 
 54 
A warmer world is also a moister one, because on average, warmer air holds more water vapour. Global 55 
analyses show that specific humidity, which measures the amount of water vapour in the atmosphere, has 56 
increased over both the land and the oceans. 57 
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 1 
The icy parts of the planet – known collectively as the cryosphere – affect, and are affected by, local changes 2 
in temperature. The amount of ice stored in glaciers globally has been declining every year for more than 20 3 
years, and the lost mass contributes to the observed rise in sea level. Snow cover is sensitive to changes in 4 
temperature, particularly during the spring, when snow starts to melt. Spring snow cover has shrunk across 5 
the Northern Hemisphere since the 1950s. Substantial losses in Arctic sea ice have been observed since 6 
satellite records began, particularly at the time of the summer minimum extent. By contrast, comparatively 7 
little change in Antarctic sea ice has been observed. 8 
 9 
Individually, any single analysis might be unconvincing, but analysis of these different indicators and 10 
independent data sets has led many independent research groups to all reach the same conclusion. From the 11 
deep oceans to the top of the troposphere, the evidence of warmer air and oceans, of melting ice and rising 12 
seas, of increasing water vapour, all points unequivocally to one thing: the world has warmed (FAQ 2.1, 13 
Figure 2).  14 
 15 
[INSERT FAQ 2.1, FIGURE 2 HERE] 16 
FAQ 2.1, Figure 2: Multiple redundant indicators of a changing global climate. Each line represents an independently-17 
derived estimate of change in the climate element. All publicly-available, documented, datasets known to the authors 18 
have been used in this latest version. In each panel all datasets have been normalized to a common period of record. 19 
Further details are given in Arndt et al. (2010). A full detailing of which source datasets go into which panel is given in 20 
Appendix 2.A. 21 
 22 
[END FAQ 2.1 HERE] 23 
 24 
2.5 Changes in Hydrological Cycle 25 
 26 
Changes in the hydrological cycle are less easily measured than changes in temperature, but can have large 27 
and long-lasting effects on the climate system as well as society. Changes in atmospheric water vapour affect 28 
both the hydrological cycle and the energy balance (Section 2.3), as water vapour is the source for 29 
precipitation and also the most important greenhouse gas. Long-term measurements of precipitation are 30 
available only for land areas and do not provide full global coverage. Satellite estimates of precipitation do 31 
provide near global coverage since they include both ocean and land areas, but are only available since about 32 
1979. This section covers the main aspects of the hydrological cycle including large-scale average 33 
precipitation, stream flow and runoff, soil moisture, atmospheric water vapour, and clouds. Meteorological 34 
drought is assessed in Section 2.6. A more detailed discussion of issues with measurements of precipitation, 35 
and climate impacts of the hydrological cycle including aerosols and the energy balance and other impacts 36 
are contained in Section 3.3 of AR4 (Trenberth et al., 2007) and are not repeated here. 37 
 38 
2.5.1 Large Scale Changes in Precipitation 39 
 40 
2.5.1.1 Global Land and Combined Land-Ocean Areas 41 
 42 
AR4 included analysis of both the GHCN (Vose et al., 1992) and CRU (Harris et al., 2012) precipitation data 43 
sets for the globally averaged annual precipitation over land and concluded that the overall linear trend from 44 
1900–2005 (1901–2002 for CRU) for both data sets was increasing but not statistically significant (Table 3.4 45 
from AR4). Other periods covered in AR4 (1951–2005 and 1979–2005) showed a mix of negative and 46 
positive trends depending on the data set. Figure 2.28 shows the century-scale variations and trends on 47 
globally and zonally averaged annual precipitation using the GHCN data set updated through 2011 (Vose et 48 
al., 1992). Also plotted are the smoothed time series from a number of other data sets including the Global 49 
Precipitation Climatology Project (GPCP) (Adler et al., 2003), CRU (Harris et al., 2012) and the Global 50 
Precipitation Climatology Centre data set (Becker et al., 2012). A new global data set for monthly total 51 
precipitation that is included is a reconstructed data set by (Smith et al., 2010). This is a statistical 52 
reconstruction using Empirical Orthogonal Functions, similar to the NOAA global temperature product 53 
(Smith et al., 2008; Vose et al., Submitted) that does provide coverage for most of the global surface area 54 
from 1900–2008. The GHCN data set shows a small statistically insignificant increase with 2010 as the 55 
wettest year on record, but the GPCC and Smith data sets show little change since 1901.  56 
 57 
[INSERT FIGURE 2.28 HERE] 58 
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Figure 2.28: Annual precipitation anomalies averaged over land areas for four latitudinal bands and the globe from 1 
GHCN (green bars) relative to a 1981–2000 climatology. Smoothed curves (see Appendix 3.A from Trenberth et al. 2 
(2007) for GHCN and other global precipitation data sets as listed. 3 
 4 
The latitude band plots in Figure 2.28 suggest that precipitation in the tropics has increased over the last 5 
decade reversing the drying trend that occurred from the mid-1970s to mid-1990s. The mid-latitudes of the 6 
NH show an overall increase in precipitation from 1900–2010 and the high latitudes (60°N–90°N) also show 7 
an increase, however there is much uncertainty in the results for the early 20th Century owing to a lack of 8 
spatial coverage during this period (Wan et al., 2012). In the mid-latitudes of the SH there is much decadal 9 
variability but little evidence of long-term change. 10 
 11 
2.5.1.2 Spatial Variability of Observed Trends 12 
 13 
Maps of observed trends of annual precipitation in AR4 for 1901–2005 were calculated using GHCN 14 
interpolated to a 5° × 5° latitude/longitude grid. Trends were calculated for each grid box and showed quite a 15 
number of statistically significant changes, particularly increases in eastern and northwestern North America, 16 
and parts of Europe and Russia, and southern South America, and Australia, and declines in the Sahel region 17 
of Africa, and a few scattered declines elsewhere. The general pattern was increases in the mid- and high-18 
latitudes, declines in the tropical regions.  19 
 20 
Since AR4 global satellite observations for the 1979–2008 period (Allan et al., 2010) and land-based gauge 21 
measurements for the 1950–1999 period (Zhang et al., 2007a) both indicate that precipitation has increased 22 
over wet regions of the tropics and NH mid-latitudes, and decreased over dry regions of the subtropics. 23 
Additionally, Wentz et al. (2007) found increases in satellite-derived precipitation over ocean and land areas 24 
for the period 1987–2006. These patterns of precipitation change are consistent with that expected in 25 
response to the observed increase in tropospheric specific humidity (Section 2.5.6). 26 
 27 
Figure 2.29 shows the spatial variability of long-term trends (mm per century, 1901–2009) and more recent 28 
trends (1979–2009) over land in annual precipitation using the CRU, GHCN, and GPCC, and data sets. The 29 
trends, only over land, are computed from grid box time series using each native data set grid resolution. 30 
Increases for the 1901–2009 period are seen in the mid- and higher-latitudes of both the NH and SH, 31 
although compared to the same figures in AR4 at the grid box statistically significant trends occur in most of 32 
the same areas, and the same can be said comparing results for the three data sets. The decrease in annual 33 
precipitation in the Sahel region of Africa continues to be a significant decline. Comparing the maps in 34 
Figure 2.29, many of the areas that showed statistically significant long-term trends in AR4 show opposite 35 
trends between the 1901–2009 period and 1979–2009 period (e.g., parts of North America, Russia, Africa). 36 
 37 
For the shorter period maps (1979–2009) many of the areas that show statistically significant trends for the 38 
longer period also show significant trends for the shorter period . The GPCC map shows the most areas with 39 
significant trends possibly owing to the much larger number of observing stations in the GPCC data set. The 40 
Sahel region for this period continues to show a shorter-term increase, although not as strong as in AR4. 41 
Other regions that show a shift in sign between the longer-term trends and shorter term include the western 42 
US, parts of southern South America, southern Africa, northeastern Africa and Spain, and Iceland. 43 
 44 
In summary, there is uncertainty and thus low confidence in the observed changes in globally averaged 45 
annual precipitation, particularly in the early 20th century owing to the lack of spatial coverage in many parts 46 
of the globe. Where long-term data are available, there are statistically significant changes, with continued 47 
increases in parts of the mid- and higher latitudes and decreases in lower latitudes compared to AR4. Over 48 
the more recent period, many areas have changed their trend sign, such as the Sahel region getting wetter, 49 
but some regions such as the southwest USA, continue to get drier. 50 
 51 
[INSERT FIGURE 2.29 HERE] 52 
Figure 2.29: Trends in precipitation from the CRU, GHCN and GPCC data sets for 1901–2009 (left hand panels) and 53 
1979–2009 (right hand panels). Grid boxes with statistically significant trends at the 10% level are indicated by a +.  54 
 55 
2.5.1.3 Changes in Snowfall 56 
 57 
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AR4 discussed changes in snowfall on a region-by-region basis, but mainly focussed on North America and 1 
Eurasia. A general increase in winter precipitation in high latitudes was found, although subject to 2 
uncertainties, which remain. Statistically significant increases were found in most of Canada, parts of 3 
northern Europe and Russia. A number of areas showed a decline in the number of snowfall events, 4 
especially those where climatological averaged temperatures were close to 0°C, where warming led to earlier 5 
onset of spring. Also, an increase in lake-effect snowfall was found for areas near the North American Great 6 
Lakes. Studies since AR4 indicate that, in most regions analyzed, decreasing numbers of snowfall events are 7 
occurring where increased winter temperatures have been observed. 8 
 9 
Since AR4, studies have confirmed that more winter-time precipitation is falling as rain rather than snow in 10 
the Western United States (Knowles et al., 2006), the Pacific Northwest and Central United States (Feng and 11 
Hu, 2007). Kunkel et al. (2009) analyzed trends in U.S. snowfall using a specially quality-controlled data set 12 
of snowfall observations over the contiguous U.S. and found that snowfall has been declining in the Western 13 
U.S., Northeastern U.S. and southern margins of the seasonal snow region, but increasing in the western 14 
Great Plains and Great Lakes regions.  15 
 16 
Other regions that have been analyzed include Japan (Takeuchi et al., 2008), where warmer winters in the 17 
heavy snowfall areas on Honshu are associated with decreases in snowfall and precipitation in general. 18 
Shekar et al. (2010) found declines in total seasonal snowfall along with increases in maximum and 19 
minimum temperatures in the western Himalaya. Serquet et al. (2011) analyzed snowfall and rainfall days 20 
since 1961 and found the proportion of snowfall days to rainfall days in Switzerland was declining in 21 
association with increasing temperatures. Scherrer and Appenzeller (2006) found a trend in a pattern of 22 
variability of snowfall in the Swiss Alps that indicated decreasing snow at low altitudes relative to high 23 
altitudes. (van Ommen and Morgan, 2010) draw a link between increased snowfall in coastal East Antarctica 24 
and increased southwest Western Australia drought. However, Monaghan and Bromwich (2008) found an 25 
increase in snow accumulation over all Antarctica from the late 1950s to 1990, then a decline to 2004. Thus 26 
snowfall changes in Antarctica remain uncertain.  27 
 28 
In summary, in most analysed regions, decreasing numbers of snowfall events are occurring where increased 29 
winter temperatures have been observed (high confidence).  30 
 31 
2.5.2 Streamflow and Runoff 32 
 33 
River discharge is unique among water cycle components in that it both spatially and temporally integrates 34 
surplus waters upstream within a catchment (Shiklomanov et al., 2010), which makes it well suited for in-35 
situ monitoring (Arndt et al., 2011). AR4 found that streamflow records for the world’s major rivers show 36 
large decadal variability with small long-term change. Increased streamflow occurred in regions that had 37 
increased precipitation since about 1950. These regions included many parts of the United States and 38 
southeastern South America. However, decreased streamflow was reported over many Canadian river basins 39 
during the last 30–50 years in areas where precipitation decreased during the same period. Other changes 40 
included significant trends of more extreme flood events from 29 large river basins in one study, but others 41 
found increases, decreases, or no change in annual extreme flow from examining 195 river basins around the 42 
world. In summary, AR4 concludes that runoff and river discharge generally increased at high latitudes, with 43 
some exceptions. 44 
 45 
It must be noted that many if not most large rivers have been impacted by human influences such as dam 46 
construction, so results must be interpreted with caution. Dai et al. (2009) assembled a data set of 925 most 47 
downstream stations on the largest rivers monitoring 80% of the global ocean draining land areas and 48 
capturing 73% of the continental runoff. Dai et al. (2009) found that only about one-third of the top 200 49 
rivers (including the Congo, Mississippi, Yenisey, Paraná, Ganges, Columbia, Uruguay, and Niger) show 50 
statistically significant trends during 1948–2004, with the rivers having downward trends (45) outnumbering 51 
those with upward trends (19). The recent widespread drying trend and the effect of surface warming are 52 
qualitatively consistent with the observed decreases in streamflow over many low and mid-latitude river 53 
basins (Dai et al. (2009) such as the Yellow River in northern China since 1960s (Piao et al., 2010) where 54 
precipitation has decreased. However, increased streamflow during the later half of the 20th century also has 55 
been reported over many other regions with increased precipitation, such as many parts of the United States 56 
(Groisman et al., 2004), and in the Yangtze River in southern China (Piao et al., 2010).  57 
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 1 
At the higher latitudes, increasing winter base flow and mean annual stream flow resulted from possible 2 
permafrost thawing were reported in Northwest Canada (St. Jacques and Sauchyn, 2009). Rising minimum 3 
daily flows also have been detected in northern Eurasian rivers (Smith et al., 2007). For ocean basins other 4 
than the Arctic, and for the global ocean as a whole, the discharge data show small or downward trends, 5 
which are statistically significant for the Pacific (–9.4 km3 yr–1). Precipitation is a major driver for the 6 
discharge trends and large interannual-to-decadal variations. However, for the Arctic drainage areas, upward 7 
trends in streamflow are not accompanied by increasing precipitation, especially over Siberia, based on 8 
available data, although recent surface warming and associated downward trends in snow cover, soil ice 9 
content, and changes in evaporation over the northern high latitudes may have contributed to increased 10 
runoff in these regions (Adam and Lettenmaier, 2008).  11 
 12 
Recently, Stahl et al. (2010) and Stahl and Tallaksen (2012) investigated streamflow trends based on a data 13 
set of near-natural streamflow records from more than 400 small catchments in 15 countries across Europe 14 
for 1962–2004. A regional coherent pattern of annual streamflow trends was revealed with negative trends in 15 
southern and eastern regions, and generally positive trends elsewhere. The most recent comprehensive 16 
analyses (Milliman et al., 2008; Dai et al., 2009) do not support earlier work (Labat et al., 2004) that reported 17 
an increasing trend in global river discharge associated with global warming during the 20th Century.  18 
 19 
2.5.3 Soil Moisture 20 
 21 
AR4 concluded that since historical records from in-situ measurements of soil moisture content are available 22 
only for limited regions in Eurasia and the U.S., and they are short in length (10–30 years) little can be said 23 
about long-term changes in direct soil moisture measurements. A rare 45-year record of soil moisture over 24 
Ukraine agricultural lands shows little change over three decades (Robock et al., 2005). Because of this, 25 
most studies have relied on simulations from land-surface models (LSMs), and owing to differences in the 26 
forcings (e.g., radiation, clouds, precipitation) estimates differ widely. Nevertheless, since AR4 these LSM 27 
soil moisture simulations, which often cover a whole continent or the global land and extend back to 1950 or 28 
1900, have been increasingly used to document spatial and temporal variations and long-term changes in soil 29 
moisture in relation to drought (e.g., Andreadis and Lettenmaier, 2006; Sheffield and Wood, 2007; Sheffield 30 
and Wood, 2008), see Section 2.6.  31 
 32 
2.5.4 Evapotranspiration Including Pan Evaporation 33 
 34 
AR4 concluded that decreasing trends were found in records of pan evaporation over recent decades over the 35 
USA, India, Australia, New Zealand, China and Thailand and speculated on the causes including decreased 36 
surface solar radiation, sunshine duration, increased humidity and increased clouds. However, AR4 also 37 
reported that direct measurements of evapotranspiration over global land areas are scarce, and concluded that 38 
reanalysis evaporation fields are not reliable because they are not well constrained by precipitation and 39 
radiation. Since then gridded data sets have been developed that estimate actual evapotranspiration from 40 
either atmospheric forcing and thermal remote sensing, sometimes in combination with direct measurements 41 
(e.g., from FLUXNET, a global network of flux towers), or interpolation of FLUXNET data using regression 42 
techniques, providing an unprecedented look at global evapotranspiration (Mueller et al., 2011). The Fluxnet 43 
data-driven analysis of measured evapotranspiration and satellite observations showed increases in global 44 
evapotranspiration from 1982–1997, but the increase ceased thereafter due to decreased soil surface moisture 45 
supply (TRMM surface moisture data), particularly in semi-arid regions (Jung et al., 2010). 46 
 47 
Since AR4, Zhang et al. (2007b) found decreasing pan evaporation at stations across the Tibetian Plateau, 48 
even with increasing air temperature. Similarly, decreases in pan evaporation were also found for 49 
northeastern India (Jhajharia et al., 2009) and the Canadian Praries (Burn and Hesch, 2007). A continuous 50 
decrease in reference and pan evaporation for the period 1960–2000 was reported by Xu et al. (2006a) for a 51 
humid region in China, consistent with reported continuous increase in aerosol levels over China (Qian et al., 52 
2006). Roderick et al.(2007) examined the relationship between pan evaporation changes and many of the 53 
possible causes listed above using a physical model and conclude that many of the decreases (USA, China, 54 
Tibetian Plateau, Australia) cited above are related to declining wind speeds and to a lesser extent decreasing 55 
solar radiation. Fu et al. (2009a) provided a overview of pan evaporation trends and conclude the major 56 
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possible causes, changes in wind speed, humidity, and solar radiation, have been occurring, but the 1 
importance of each is regionally dependent.  2 
 3 
The recent increase in incoming shortwave radiation in regions with decreasing aerosol concentrations (Wild 4 
et al. (2005) can explain positive evapotranspiration trends only in the humid part of Europe. In semi-arid 5 
and arid regions, trends in evapotranspiration largely follow trends in precipitation (Jung et al., 2010). 6 
Trends in surface winds (Vautard et al., 2010) and CO2 also alter the partitioning of available energy into 7 
evapotranspiration and sensible heat. While surface wind trends may explain pan evaporation trends over 8 
Australia (Rayner, 2007; Roderick et al., 2007), their impact on actual evapotranspiration is limited due to 9 
the compensating effect of boundary-layer feedbacks (van Heerwaarden et al., 2010). In vegetated regions, 10 
where a large part of evapotranspiration comes from transpiration through plants’ stomata, rising CO2 11 
concentrations can lead to reduced stomatal opening and evapotranspiration (Idso and Brazel, 1984; Leakey 12 
et al., 2006). Additional regional effects that impact evapotranspiration trends are lengthening of the growing 13 
season and land use change. 14 
 15 
In summary, there is medium confidence that pan evaporation continues to decline in most regions studied 16 
since AR4 and is possibly related to changes in wind speed, solar radiation and humidity. On a global scale, 17 
evapotranspiration over land increased from the early 1980s up to the late 1990s (Jung et al., 2010; Wang et 18 
al., 2010; Wild et al., 2008) and Wang et al. (2010) found that global evpotransipitation increased at a rate of 19 
0.6 W m−2 per decade for the period 1982–2002. After 1998, a lack of moisture availability in SH land areas, 20 
particularly decreasing soil moisture, has acted as a constraint to further increase of global 21 
evapotranspiration (Jung et al., 2010). 22 
 23 
2.5.5 Surface Humidity 24 
 25 
AR4 reported widespread increases in surface air moisture content, along with near-constant relative 26 
humidity over large scales though with some significant changes specific to region, time of day or season. 27 
Most of the conclusions of AR4 still stand, but since AR4 there have been advances in our knowledge and 28 
understanding of surface humidity through observations, reanalyses and model. 29 
 30 
In good agreement with previous analyses from Dai (2006), Willett et al. (2008) show widespread increasing 31 
specific humidity across the globe from the homogenised gridded monthly mean anomaly product 32 
HadCRUH. There are some small isolated but coherent areas of drying over the more arid regions (Figure 33 
2.30a). The globally averaged moistening trend from 1973–2003 is 0.07 g kg–1 per decade, with very high 34 
confidence and comparable with Dai (2006) 0.06 g kg–1 per decade for 1976–2004. Moistening is largest in 35 
the Tropics (Table 2.9) and the summer hemisphere over both land and ocean. Large uncertainty remains 36 
over the SH where data are sparse. Global specific humidity is sensitive to large scale phenomena such as 37 
ENSO (Figure 2.30b-e) and strongly correlated with land only surface temperature averages over the 23 38 
Giorgi and Friancisco (2000) regions for the period 1973–2003 show mostly increases at or above Clausius-39 
Clapeyron scaling (about 7% K–1) with very high confidence (Willett et al., 2010). 40 
 41 
[INSERT FIGURE 2.30 HERE] 42 
Figure 2.30: a) Trends in surface specific humidity from HadCRUH over 1973–2003. Grid boxes with statistically 43 
significant trends at the 10% level are indicated by a +. b) Global anomalies in land surface specific humidity from 44 
HadCRUH, HadCRUHExt, (Dai, 2006), and ERA-interim (Simmons et al., 2010), c) As b) but for relative humidity.  45 
 46 
 47 
Table 2.9: Large scale trends in surface humidity data sets. 48 
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Data Set, Reference, Source Data, Period of 
Record and Regional Delimitations 

Specific Humidity  
(g kg–1 per decade) 

Relative Humidity  
(% per decade) 

Land 
(Dai, 2006)  --- --- --- --- 0.05 0.12 --- –0.12 
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NCAR DS464.0 GTS weather station reports 
December 1975 to April 2005 
Globe (60°S–75°N), N. Hem (0°N–75°N),  
S. Hem (60°S–0°S) 
HadCRUH, (Willett et al., 2008) 
NCDC ISD weather station reports 
January 1973 to December 2003 
Globe (60°S–60°N), N. Hem (20°N–60°N), 
Tropics (20°S–20°N), S. Hem (60°S–20°S) 

0.11 0.12 0.16 0.01 –0.03 0.07 –0.10 –0.34 

Ocean 
(Dai, 2006) 
NCAR DS464.0 GTS marine ship reports 
and ICOADS data 
December 1975 to May 2005 
(boundaries – as above) 

--- --- --- --- –0.16 –0.11 --- –0.22 

HadCRUH, (Willett et al., 2008)  
ICOADS v2.1 marine ship, buoy and 
platform data 
January 1973 to December 1997, NCEP GTS 
marine data January 1998 to December 2003 
(boundaries - as above) 

0.07 0.08 0.10 0.01 –0.10 –0.10 –0.11 –0.11 

(Berry and Kent, 2009) 
ICOADS v2.4 marine ship data 
1970 to 2006 
Atlantic Trends only 40°S–70°N 

0.13 --- --- --- --- --- --- --- 

Land and Ocean Combined 

(Dai, 2006) 
(as above combined) 
December 1975 to May 2005 
(boundaries - as above) 

0.06 0.08 --- 0.02 –0.09 –0.02 --- –0.20 

HadCRUH, (Willett et al., 2008) 
(as above combined) 
January 1973 to December 2003  
(boundaries - as above) 

0.07 0.08 0.10 0.02 –0.06 0.00 –0.10 –0.10 

 1 
 2 
The extended series from ERA-interim in Figure 2.30 (Simmons et al., 2010) shows a flattening of the global 3 
land specific humidity series since 2000. While HadCRUH concluded negligible change in surface RH over 4 
land in 1973–2003, the more up to date 1989–2011 record from ERA-interim reveals an overall reduction in 5 
RH since 2000, compatible with the plateau in specific humidity. A ‘quick-look’ extension of HadCRUH to 6 
2007 supports this (Simmons et al., 2010). This may be linked to the greater warming of the land surface 7 
relative to the ocean surface (Joshi et al., 2008). 8 
  9 
The marine specific humidity (not shown), like that over land, shows widespread increases that correlate 10 
strongly with sea surface temperature. However, there is a marked decline in marine relative humidity 11 
around 1982. This is reported in Willett et al. (2008) where its origin is concluded to be a non-climatic data 12 
issue owing to a change in reporting practice for dewpoint temperature. 13 
 14 
To conclude, it is very likely that surface humidity has increased across the globe since the 1970s. However, 15 
over recent years this has abated over land, coincident with greater warming over land relative to the oceans 16 
(Section 2.4). This has resulted in fairly widespread decreases in relative humidity over land. Whether this is 17 
part of a longer-term trend or merely a short lived feature remains to be seen. 18 
 19 
2.5.6 Tropospheric Humidity 20 
 21 
Tropospheric water vapour plays an important role in regulating the energy balance of the surface and top-22 
of-atmosphere, provides a key feedback mechanism and is essential to the formation of clouds and 23 
precipitation. Observations from radiosonde and GPS measurements over land, and satellite measurements 24 
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over ocean indicate increases in tropospheric water vapour at near-global spatial scales which are consistent 1 
with the observed increase in atmospheric temperature over the last several decades. 2 
 3 
2.5.6.1 Radiosonde 4 
 5 
Radiosonde humidity data for the troposphere were used sparingly in AR4, noting a renewed appreciation for 6 
biases with the operational radiosonde data that had been highlighted by several major field campaigns and 7 
intercomparisons. Since AR4 there have been three distinct efforts to homogenize the tropospheric humidity 8 
records from operational radiosonde measurements (Dai et al., 2011; Durre et al., 2009; McCarthy et al., 9 
2009) (Table 2.10). Each study takes a unique methodological approach to data selection and 10 
homogenization. Over the common period of record from 1973 onwards, the resulting estimates are in 11 
substantive agreement regarding specific humidity trends at the largest geographical scales. All remove an 12 
artificial temporal trend towards drying in the raw data and indicate a positive trend in free tropospheric 13 
specific humidity over the period of record. In each analysis, the rate of increase is concluded to be grossly 14 
consistent with the increase in equilibrium vapour pressure from the Clausius-Clapeyron relation (about 7% 15 
per degree Celsius increase in temperature). There is no evidence for a significant change in tropospheric 16 
relative humidity. McCarthy et al. (2009) show close agreement between their radiosonde product at the 17 
lowest levels and independent surface relative humidity data (Willett et al., 2008) both in low frequency and 18 
high frequency behaviour. 19 
 20 
 21 
Table 2.10: Methodologically distinct aspects of the three approaches to homogenizing tropospheric humidity records 22 
from radiosondes. 23 

Data Set Region 
Considered  

Time Resolution and 
Reporting Levels 

Neighbours First 
Guess  

Automated Variables 
Homogenized 

(Durre et al., 
2009) 

NH Monthly, mandatory and 
significant levels to 500 hPa 

Pairwise 
homogenization 

No Yes Column integrated 
water vapour  

(McCarthy et 
al., 2009) 

NH Monthly, mandatory levels to 
300 hPa 

All neighbour 
average, iterative 

Yes Yes Temperature, specific 
humidity, relative 
humidity 

(Dai et al., 
2011) 

Globe Observation resolution, 
mandatory levels to 100 hPa 

None Yes Yes Dew-point depression 

 24 
 25 
2.5.6.2 GPS 26 
 27 
Since the early 1990s, estimates of column integrated water vapour have been obtained from ground-based 28 
Global Position System (GPS) receivers. An international network started with about 100 stations in 1997 29 
and has currently been expanded to over 500 (primarily land-based) stations. Several studies have compiled 30 
GPS water vapour data sets for climate studies (Jin et al., 2007); (Wang et al., 2007); (Wang and Zhang, 31 
2008); (Wang and Zhang, 2009). Using such data, Mears et al. (2011) demonstrated general agreement of the 32 
interannual anomalies between ocean-based SSM/I and land-based GPS column integrated water vapour 33 
data. The interannual water vapour anomalies are closely tied to the atmospheric temperature changes in a 34 
manner consistent with that expected from the Clausius-Clapeyron relation. Jin et al. (2007) found an 35 
average column integrated water vapour trend of about 2 kg m–2 per decade during 1994–2006 for 150 36 
(primarily land-based) stations over the globe, with positive trends at most of NH stations and negative 37 
trends in the SH. However, given the short length (about 10 years) of the GPS PW records, the estimated 38 
trends are very sensitive to the start and end years and the analyzed time period (see Box 2.2), and thus they 39 
should not be interpreted as long-term trends. 40 
 41 
2.5.6.3 Satellite 42 
 43 
AR4 reported positive decadal trends in lower and upper tropospheric water vapour based upon satellite 44 
observations for the period 1988–2004. Since AR4, there has been continued evidence for increases in lower 45 
tropospheric water vapour from microwave satellite measurements of column integrated water vapour 46 
(Santer et al., 2007); (Wentz et al., 2007) and globally from satellite measurements of spectrally-resolved 47 
reflected solar radiation (Mieruch et al., 2008). The interannual variability and longer-term trends in column-48 
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integrated water vapour are closely tied to changes in SST at the global scale (Figure 2.31). Consistent with 1 
surface and radiosonde measurements, the rate of moistening at large spatial scales is close to that expected 2 
from the Clausius Clapeyron relation with invariant relative humidity. Satellite measurements also indicate 3 
that the globally-averaged upper tropospheric relative humidity has changed little over the period 1979–2010 4 
while the troposphere has warmed, implying an increase in the mean water vapour mass in the upper 5 
troposphere (Shi and Bates, 2011). 6 
 7 
[INSERT FIGURE 2.31 HERE] 8 
Figure 2.31: Top: Global anomalies in column integrated water vapour averaged over ocean surfaces. Bottom: Trends 9 
(kg m–2 per decade) in column integrated water vapour from Special Sensor Microwave Imager, (Wentz et al., 2007) for 10 
the period 1988–2010. Grid boxes with statistically significant trends at the 10% level are indicated by a ♦. 11 
 12 
Upper tropospheric relative humidity (UTH) in the tropics is strongly related to the convective activity and 13 
SST of the wet regimes(Chuang et al., 2010). Interannual variations in temperature and upper tropospheric 14 
water vapour from infrared satellite data are consistent with a constant RH behavior at large spatial scales 15 
(Gettelman and Fu, 2008); (Dessler et al., 2008); (Chung et al., 2010). On decadal time-scales, increased 16 
greenhouse gas concentrations reduce clear-sky OLR (Allan, 2009); (Chung and Soden, 2010), thereby 17 
influencing inferred relationships between moisture and temperature. Using Meteosat infrared radiances, 18 
(Brogniez et al., 2009) demonstrated that interannual variations in free tropospheric humidity over 19 
subtropical dry regions are heavily influenced by meridional mixing between the deep tropics and the extra 20 
tropics. Regionally, UTH changes in the tropics were shown to relate strongly to the movement of the ITCZ 21 
based upon microwave satellite data (Xavier et al., 2010). Shi and Bates (2011) found an increase in UTH 22 
over the equatorial tropics from 1979–2008. However there was no significant trend found on tropical-mean 23 
or global-mean averages, indicating that on these time and space scales the upper troposphere has seen little 24 
change in relative humidity over the past 30 years. While microwave satellite measurements have become 25 
increasingly relied upon for studies of UTH, the absence of a homogenized data set across multiple satellite 26 
platforms presents some difficulty in documenting coherent trends from these records (John et al., 2011). 27 
 28 
Using NCEP reanalyses for the period 1973–2007, (Paltridge et al., 2009) found negative trends in specific 29 
humidity above 850 mb over both the tropics and southern midlatitudes, and above 600 mb in the NH 30 
midlatitudes. However, as noted in AR4, reanalysis products suffer from time dependent biases and have 31 
been shown to simulate unrealistic trends and variability over the ocean (John et al., 2009; Mears et al., 32 
2007); (see also Box 2.3). As a result, different reanalysis products yield opposing trends in free tropospheric 33 
specific humidity (Chen et al., 2008). Furthermore, the main source of observations, radiosondes (Section 34 
2.4.4.1) and infrared satellite measurements (Soden et al., 2005), indicate positive trends in tropospheric 35 
specific humidity. Consequently, reanalysis products are still considered to be unsuitable for the analysis of 36 
water vapour trends (Sherwood et al., 2009). 37 
 38 
To summarize, while reanalysis products of water vapour remain unreliable for trend detection, radiosonde, 39 
GPS and satellite observations of tropospheric water vapour indicate positive trends at large spatial scales 40 
occurring at a rate that is generally consistent with the Clausius-Clapeyron relation and the observed increase 41 
in atmospheric temperature. Significant trends in tropospheric relative humidity at large spatial scales have 42 
not been observed. It is very likely that tropospheric specific humidity has increased since the 1970s. 43 
 44 
2.5.7 Clouds 45 
 46 
Clouds are important regulators of solar and terrestrial radiation and can provide potentially important 47 
feedbacks on changes in surface temperature. 48 
 49 
2.5.7.1 Surface Observations 50 
 51 
AR4 reported that surface-observed total cloud cover may have increased over many land areas since the 52 
middle of the 20th Century, including the USA, the former USSR, Western Europe, midlatitude Canada, and 53 
Australia. A few regions exhibited decreases, including China and central Europe. Trends were less globally 54 
consistent since the early 1970s, and regional reductions in cloud cover were reported for western Asia and 55 
Europe but increases over the USA. 56 
 57 
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Work done since AR4 has extended the preceding research, confirming many results but challenging others. 1 
In agreement with prior results, Milewska (2004) reported a significant increase in the frequency of mostly 2 
cloudy conditions at most stations in Canada from 1953 to 2002. Wibig (2008) found that total cloud cover 3 
over Poland decreased during 1971–2000 (compared to the period 1941–1970), with stratiform cloud types 4 
becoming less frequent and convective cloud types becoming more frequent. Xia (2010b) reported that total 5 
cloud cover declined over most of China since 1954 but then levelled off or slightly increased from the 6 
1990s to 2005. Clear-sky frequency increased over China during the 1971–1996 time period (Endo and 7 
Yasunari, 2006). Duan and Wu (2006) documented a diurnal mean reduction in total cloud cover and a night 8 
time enhancement of low-level cloud cover over Tibet during 1961–2003, and they attributed part of the 9 
observed local warming to these cloud trends. (Warren et al., 2007) noted that the cloud cover decrease 10 
previously documented for China extended into neighbouring countries as well and was primarily 11 
attributable to a decrease in higher-level clouds. Jovanovic et al. (2011) found no significant changes in total 12 
cloud over Australia in a homogeneity-adjusted cloud data set since the mid 20th century. 13 
 14 
Some new developments for surface-observed cloud cover over land since AR4 include the report of a 15 
decrease in total cloud cover of –1.8% per decade between 1971 and 1996 over South America (Warren et 16 
al., 2007). Warren et al. (2007) also found decreases in total cloud cover over Eurasia and Africa of –0.6% 17 
per decade and no trend for North America during 1971–1996. In general, low- and mid-level convective 18 
cloud types increased, stratiform cloud types decreased, and cirrus cloud cover declined over all continents 19 
(Warren et al., 2007). 20 
 21 
Regional variability in surface-observed cloudiness over the ocean appeared more credible than zonal and 22 
global mean variations in AR4. Multidecadal changes in upper-level cloud cover and total cloud cover over 23 
particular areas of the tropical Indo-Pacific Ocean were consistent with island precipitation records and SST 24 
variability. This has been extended more recently by Deser et al. (2010b), who found that an eastward shift 25 
in tropical convection and total cloud cover from the western to central equatorial Pacific occurred over the 26 
20th Century and attributed it to a long-term weakening of the Walker circulation. (Eastman et al., 27 
submitted) report that, after the removal of apparently spurious globally coherent variability, cloud cover 28 
decreased in all subtropical stratocumulus regions from 1954 to 2008. 29 
 30 
2.5.7.2 Satellite Observations 31 
 32 
Satellite cloud observations offer the advantage of much better spatial and temporal coverage compared to 33 
surface observations. However they require careful efforts to identify and correct for temporal discontinuities 34 
in the data sets associated with orbital drift, sensor degradation, and inter-satellite calibration differences.  35 
 36 
AR4 noted that there were substantial uncertainties in decadal trends of cloud cover in all satellite data sets 37 
available at the time and concluded that there was no clear consensus regarding the decadal changes in total 38 
cloud cover. Since AR4 there has been continued effort to assess the quality of and develop improvements to 39 
multi-decadal cloud products from operational satellite platforms (Evan et al., 2007); (O'Dell et al., 2008); 40 
(Heidinger and Pavolonis, 2009) .  41 
 42 
There are two primary satellite data sets which offer multi-decadal records of cloud cover: the International 43 
Satellite Cloud Climatology Project (ISCCP; Rossow and Schiffer (1999) and the Pathfinder Atmospheres 44 
Extended data set (PATMOS-x; Jacobowitz et al.(2003) both of which begin in the early 1980s. AR4 noted 45 
that there were discrepancies in global cloud cover trends between ISCCP and other satellite data products, 46 
notably a large downward trend of global cloudiness in ISCCP since the late 1980s, which is inconsistent 47 
with PATMOS-x and surface observations (Baringer et al., 2010). Recent work has confirmed the conclusion 48 
of AR4, that much of the downward trend is spurious and an artefact of changes in satellite viewing 49 
geometry (Evan et al., 2007).  50 
 51 
Satellite observations of low level marine clouds suggest no long term trends in cloud liquid water path or 52 
optical properties (O'Dell et al., 2008); (Rausch et al., 2010). On regional scales, trends in cloud properties 53 
over China have been linked to changes in aerosol concentrations (Bennartz et al., 2011; Qian et al., 2009) 54 
(Norris et al., 2012).  55 
 56 
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To summarize, while there remains substantial ambiguity in surface observations of global-scale cloud 1 
variability and trends and what trends do exist are likely to be within the range of uncertainties of the surface 2 
observations. After correcting for artefacts, satellite observations of cloud cover reveal consistent patterns of 3 
change which indicate an expansion of subtropical dry zones and an increase in cloud height between the 4 
1980s and 2000s. 5 
 6 
2.5.8 Summary 7 
 8 
Trends of components of the hydrological cycle are uncertain, as was also concluded in AR4. Large 9 
interannual variability, coupled with either short time series, or uneven spatial sampling, particularly early in 10 
the record (pre-1950), leads to uncertainty in trends in hydrological variables. Precipitation in the tropics 11 
appears to have increased over the last decade, reversing the drying trend that occurred from the mid-1970s 12 
to mid-1990s. Elsewhere, the mid-latitudes of the NH do show an overall increase in precipitation from 13 
1900–2010. The high latitudes also show an increase, however there is much uncertainty in the results for the 14 
early 20th Century.  15 
 16 
Studies using surface, homogeneity-adjusted radiosonde and satellite data indicate increases in surface and 17 
tropospheric water vapour since the 1970s at a rate consistent with that expected with the observed warming 18 
and the Clausius-Clapeyron relationship. Thus water vapour at the surface and through the troposphere has 19 
very likely been increasing since the 1970s. Clouds observed from the surface also continue to show 20 
increases over many land areas (e.g., North America, former USSR, parts of Europe and Australia), however 21 
other regions show declines (e.g., China and central Europe) and there does not appear to be a globally 22 
consistent trend. Satellite observations indicate changes in cloud cover which are consistent with an 23 
expansion of subtropical dry zones and an increase in cloud height between the 1980s and 2000s. 24 
 25 
2.6 Changes in Extreme Events 26 
 27 
AR4 highlighted the importance of understanding changes in extreme climatic events because of their 28 
disproportionate impact on society and ecosystems compared to changes in mean climate (see also WGII 29 
AR4). More recently a comprehensive assessment of observed changes in extreme events was undertaken by 30 
the IPCC Special Report on Managing the Risks of Extreme Events and Disasters to Advance Climate 31 
Change Adaptation (SREX) (Seneviratne et al., 2012b). SREX defined extreme weather and climate events 32 
as those that occur above (or below) a threshold value near the upper (or lower) ends (‘tails’) of the range of 33 
observed values of a given climate variable. Definitions of thresholds vary, but values with less than a 5% or 34 
1% chance of occurrence during a specified reference period (generally 1961–1990) are often used. Absolute 35 
thresholds can also be used to identify extreme events, rather than relative thresholds based on the range of 36 
observed values of a variable.  37 
 38 
Data availability, quality and consistency are of particular importance for the analysis of extreme events, 39 
since errors in long-term climate data are likely to appear ‘extreme’ and some variables are particularly 40 
sensitive to changing measurement practices over time. For example, the historical tropical cyclone records 41 
are known to be heterogeneous due to changing observing technology and reporting protocols (see Box 42 
14.3). Additional heterogeneity is introduced when records from multiple ocean basins are combined to 43 
explore global trends, because data quality and reporting protocols vary substantially between regions 44 
(Knapp and Kruk, 2010). Similar problems have been discovered when analysing wind extremes, because of 45 
the sensitivity of measurements to changing instrumentation and observing practice (e.g., Smits et al., 2005; 46 
Wan et al., 2010).  47 
 48 
Numerous regional studies indicate that changes observed in the frequency of extremes can be explained or 49 
inferred by shifts in the overall probability distribution of the climate variable (Ballester et al., 2010; 50 
Griffiths et al., 2005; Simolo et al., 2011). However, it should be noted that these studies refer to counts of 51 
threshold exceedance - frequency, duration - which closely follow mean changes. Departures from high 52 
percentiles/return periods (intensity, severity, magnitude) are highly sensitive to changes in the shape and 53 
scale parameters of the distribution (Clark et al., 2006; Della-Marta et al., 2007a; Della-Marta et al., 2007b; 54 
Fischer and Schar, 2010; Schar et al., 2004) and geographical location. In the following sections the 55 
conclusions from both AR4 and SREX are reviewed along with studies subsequent to those assessments. 56 
 57 
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[START BOX 2.4 HERE] 1 
 2 
Box 2.4: Extremes Indices 3 
 4 
As SREX highlighted, there there is no consistent definition of what constitutes a climate extreme in the 5 
scientific literature (Stephenson et al., 2008) and much of the available research is based on the use of so-6 
called ‘extreme indices’ (Zhang et al., 2011). These indices can either be based on the probability of 7 
occurrence of given quantities or on absolute or percentage threshold exceedances but also include more 8 
complex definitions related to duration, intensity and persistence of extreme events. Box 2.4, Table 1 lists 9 
some of the common definitions for indices that are widely used in the scientific literature and for which 10 
near-global land-based data sets exist. Generally these data sets cover the post-1950 period but for regions 11 
such as Europe, North America, India and Australia much longer analyses are available. Note that the types 12 
of indices discussed here do not represent indices such as NINO3 representing strong positive and negative 13 
phases of the El Niño-Southern Oscillation (ENSO) (these are discussed in Section 2.7), nor do they include 14 
extremes such as 1 in 100 year events or extreme streamflow indices for which a large body of literature 15 
exists on regional scales within the hydrological community. Analyses of these rarer extremes are making 16 
their way into a growing body of literature which, for example, are investigating the use Extreme Value 17 
Theory (Coles, 2001) within the climate sciences (Brown et al., 2008; Zhang et al., 2011; Zwiers and Kharin, 18 
1998).  19 
 20 
 21 
Box 2.4, Table 1: Common definitions for extremes indices in the scientific literature. 22 

Index Definition 
Cold days The coldest daily maximum temperatures in a season/year or the percentage of days below a 

percentile threshold (usually 10%) or fixed threshold (dependent on region) 
Warm days The warmest daily maximum temperatures in a season/year or the percentage of days above a 

percentile threshold (usually 90%) or fixed threshold (dependent on region) 
Cold nights 
(including frost) 

The coldest daily minimum temperatures in a season/year or the percentage of days below a 
percentile threshold (usually 10%) or fixed threshold (dependent on region) 

Warm nights The warmest daily minimum temperatures in a season/year or the percentage of days above a 
percentile threshold (usually 90%) or fixed threshold (dependent on region) 

Cold spells Period of several consecutive low temperature days/nights using a fixed or percentile-based 
threshold 

Warm spells Period of several consecutive high temperature days/nights using a fixed or percentile-based 
threshold. Can be classified within just the summer season (heat wave) or can define any 
unusually warm period at any time of the year 

Heavy precipitation Measure of precipitation falling above a percentile threshold (commonly 95%) or fixed threshold 
(dependent on region) or can also relate to the contribution to annual total or wet-day 
precipitation falling from events above given threshold 

Dryness The maximum number of dry days (usually <1 mm) in a season/year; Palmer Drought Severity 
Index (PDSI); Standardised Precipitation Index (SPI); Standardised Precipitation 
Evapotranspiration Index (SPEI). 

 23 
 24 
Typically extreme indices reflect more ‘moderate’ extremes, e.g., events occurring as often as 5% or 10% of 25 
the time. Typical indices include the number, percentage or fraction of cold/warm days/nights (days with 26 
maximum temperature (Tmax) or minimum temperature (Tmin) below or above the 10th percentile, or the 90th 27 
percentile, generally defined with respect to the 1961–1990 reference time period). Extreme indices are more 28 
generally defined for daily temperature and precipitation characteristics (Zhang et al., 2011) although 29 
research is developing on the analysis of sub-daily events but mostly only on regional scales (e.g., (G. et al., 30 
2011; Jakob et al., 2011; Jones et al., 2010; Sen Roy, 2009; Shaw et al., 2011; Shiu et al., 2009). Indices 31 
rarely include other weather and climate variables, such as wind speed, humidity, or physical impacts and 32 
phenomena. Some examples are available in the literature for wind-based (Della-Marta et al., 2009) and 33 
pressure-based (Beniston, 2009) indices, for health-relevant indices combining temperature and relative 34 
humidity characteristics (e.g., Diffenbaugh et al., 2007; Fischer and Schar, 2010) and for a range of dryness 35 
indices (e.g., Palmer Drought Severity Index (PDSI) Palmer, 1965; Standardised Precipitation Index (SPI), 36 
Standardised Precipitation Evapotranspiration Index (SPEI) Vicente-Serrano et al., 2010a). 37 
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 1 
Advantages of using predefined extreme indices are that they may be easier to obtain than daily temperature 2 
and precipitation data, which are not always distributed by meteorological services. In addition they allow 3 
some comparability across observational and modelling studies and across regions and seasons and there has 4 
been much success in collaborative international efforts to monitor extremes in this way (Peterson and 5 
Manton (Donat et al., 2012a; Donat et al., 2012b; 2008; Zhang et al., 2011). 6 
  7 
The choice of index may be influenced by the application. An absolute annual index may be most suitable 8 
for many impacts applications, whereas relative indices may be best for assessing changes in synoptic 9 
situations favourable for extreme temperatures. Hence the term ‘heat wave’ can mean very different things 10 
depending on the index formulation for the application for which it is required (Perkins and Alexander, 11 
2012). 12 
 13 
In addition to the complication of defining an index, the way in which indices are calculated (to create global 14 
averages for example) also adds an additional complication. This is due to the fact that different algorithms 15 
may be employed to create gridbox averages from station data, or that extremes indices may be calculated 16 
from gridded daily data or at station locations and then gridded. All of these factors add additional 17 
uncertainty to the calculation of an extreme. For example, the spatial patterns of trends in the hottest day of 18 
the year differ slightly between data sets although when globally averaged, trends are similar over the second 19 
half of the 20th Century (Box 2.4, Figure 1). Further discussion of the parametric and structural uncertainties 20 
in data sets is given in Box 2.1. 21 
 22 
[INSERT BOX 2.4, FIGURE 1 HERE] 23 
Box 2.4, Figure 1: Trends (°C per decade) in the warmest day of the year using different datasets for the period 1951–24 
2010. The datasets are (a) HadEX2 (Donat et al., 2012a), (b) HadGHCND (Caesar et al., 2006) using data updated to 25 
2010 (Donat et al., 2012b) , and (c) Globally averaged annual anomalies (thin solid lines) for each dataset with 26 
associated decadal variations (thick solid lines). Hatching on maps indicates gridboxes where trends are significant at 27 
10% level. Annual anomalies are only calculated using gridboxes where both datasets have data and where 90% of data 28 
are available. 29 
 30 
[END BOX 2.4 HERE] 31 
 32 
2.6.1 Temperature Extremes 33 
 34 
AR4 concluded that it was very likely that a large majority of global land areas had experienced decreases in 35 
indices of cold extremes, including frosts, and increases in indices of warm extremes, since the middle of the 36 
20th Century, consistent with warming in global mean temperatures. In addition, globally averaged multi-37 
day heat events had likely exhibited increases over a similar period. SREX updated information from AR4 38 
and came to similar conclusions based on more recently available evidence and using the revised AR5 39 
uncertainty guidance (Nicholls and Seneviratne, 2012). Further evidence since then indicates that the level of 40 
confidence that the majority of warm and cool extremes show warming remains high, particularly for 41 
minimum temperature extremes. 42 
 43 
A large amount of evidence supports the conclusion that most global land areas analysed have experienced 44 
significant increases in warm nights and significant decreases in cold nights since about 1950 (Seneviratne et 45 
al., 2012b; Trenberth et al., 2007). Changes in the occurrence of cold and warm days also show warming, but 46 
generally less marked except in some regions where the El Niño-Southern Oscillation tends to dominate 47 
maximum temperature variability (e.g., Alexander et al., 2009; Kenyon and Hegerl, 2008). Different data 48 
sets using different gridding methods and/or input data indicate large coherent trends in temperature 49 
extremes globally, associated with warming (Figure 2.32). Trends over the common period when all data sets 50 
HadEX2 (Donat et al., 2012a), HadGHCND (Caesar et al., 2006) updated to 2010, and GHCNDEX (Donat 51 
et al., 2012b) have available data are shown in Table 2.11. Other data sets that have assessed these indices, 52 
but cover a shorter period, also agree very well over the period of overlapping data, e.g., HadEX (Alexander 53 
et al., 2006) and Duke (Morak et al., 2012; Morak et al., 2011).  54 
 55 
 56 
Table 2.11: Trend estimates (days per decade) and 5 to 95% confidence intervals (Box 2.2) for global values of cold 57 
nights (TN10p), cold days (TX10p), warm nights (TN90p) and warm days (TX90p) over the period 1951–2010.  58 
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Data Set TN10p TX10p TN90p TX90p 
HadEX2 –3.87 ± 0.56 –2.48 ± 0.64 4.47 ± 0.94 2.88 ± 1.22 
HadGHCND –4.52 ± 0.72 –3.26 ± 0.81 5.75 ± 1.33 4.16 ± 1.85 
GHCNDEX –3.88 ± 0.59 –2.55 ± 0.64 4.24 ± 0.94 2.94 ± 1.19 
 1 
 2 
However, it is clear that some differences exist. These differences are most likely due to (i) the different 3 
input station data that are used to create each data set: HadGHCND and GHCNDEX use almost identical 4 
input data i.e., from the Global Historical Climatology Network-Daily (GHCND) data set (Durre et al., 2010; 5 
Menne et al., 2012) but different averaging methods, while HadEX2 primarily uses data from individual 6 
researchers or Meteororogical Services, and (ii) in one case the indices are calculated from a daily gridded 7 
temperature data set (HadGHCND) while in the other two cases indices are first calculated at the station 8 
level and then gridded. Comparison of these three data sets presents a measure of the structural uncertainty 9 
that exists when estimating trends in global temperature extremes (Box 2.1) while still in all cases indicating 10 
a robust warming trend over the latter part of the 20th Century. 11 
 12 
Evidence suggests that the shift in the distribution of night-time temperatures is greater than daytime 13 
temperatures and that skewness changes are playing an important role in how extremes are affected (FAQ 14 
2.2; Donat and Alexander, 2012). Indeed, all data sets examined (Duke, GHCNDEX, HadEX, HadEX2 and 15 
HadGHCND), indicate a faster increase in minimum temperature extremes than maximum temperature 16 
extremes. However this should not be confused with changes in diurnal temperature range (DTR) which are 17 
discussed in Section 2.4.1.3.  18 
 19 
Regional studies covering central and eastern Europe (Bartholy and Pongracz, 2007; Kurbis et al., 2009), the 20 
Mediterranean (Efthymiadis et al., 2011), China and the Tibetan Plateau (You et al., 2010), Australia 21 
(Alexander and Arblaster, 2009), Africa and southwest Asia (Aguilar et al., 2009; Almazrouia et al.; Donat 22 
et al., 2012c; Kruger and Sekele, 2012; Rahimzadeh et al., 2009), North America (Peterson and Manton, 23 
2008) and South America (de los Milagros Skansi et al., 2012; Marengo et al., 2010; Rusticucci, 2012), show 24 
significant increases in unusually warm nights and/or reductions in unusually cold nights. Some regions have 25 
experienced close to a doubling of the occurrence of warm and a halving of the occurrence of cold nights 26 
e.g., parts of the Asia-Pacific region (e.g., Choi et al., 2009), parts of Eurasia (e.g., Donat et al., 2012a; 27 
Donat et al., 2012b; Klein Tank et al., 2006). Changes in both local and global sea surface temperature 28 
patterns and large scale circulation patterns have been shown to be associated with regional changes in 29 
temperature extremes (Alexander et al., 2009; Barrucand et al., 2008; Li et al., 2012; Scaife et al., 2008a), 30 
particularly in regions around the Pacific Rim (Kenyon and Hegerl, 2008).  31 
 32 
Record high temperatures now significantly outnumber record low temperatures compared to the mid-20th 33 
Century in USA (Meehl et al., 2009) and Australia (Trewin and Vermont, 2010) while in Europe warming 34 
has led to a substantial increase in record-breaking temperatures (Wergen and Krug, 2010). Statistically the 35 
number of record-breaking events increases approximately in proportion to the ratio of warming trend to 36 
short-term standard deviation (Rahmstorf and Coumou, 2011). 37 
 38 
There are some exceptions to this large-scale warming of temperature extremes including central North 39 
America, eastern USA (e.g., Alexander et al., 2006; Kunkel et al., 2008; Peterson et al., 2008) and some 40 
parts of South America (e.g., Alexander et al., 2006; Rusticucci and Renom, 2008) which indicate changes 41 
consistent with cooling in these locations. However, these exceptions appear to be mostly associated with 42 
changes in maximum temperatures (Donat et al., 2012a).The so-called ‘warming hole’ in central North 43 
America and eastern USA, where temperatures have cooled relative to the significant warming elsewhere on 44 
the continent, has been ascribed to changes in the hydrological cycle, possibly linked to soil moisture and/or 45 
aerosol feedbacks (e.g., Pan et al., 2004; Portmann et al., 2009) or decadal variability linked with the 46 
Interdecadal Pacific Oscillation (Meehl et al., 2011). 47 
  48 
[INSERT FIGURE 2.32 HERE] 49 
Figure 2.32: Trends (days per decade) in the annual frequency of extreme temperatures, over the period 1951 to 2010, 50 
for: (a) cool nights (10th percentile), (b) cool days (10th percentile), (c) warm nights (90th percentile) and (d) warm 51 
days (90th percentile). Trends were calculated only for grid boxes that had at least 40 years of data during this period 52 
and where data ended no earlier than 2003. Hatching indicates gridboxes where trends are significant at the 10% level. 53 
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The data source for trend maps is HadEX2 (Donat et al., 2012a). Beside each map are the global annual time series of 1 
anomalies with respect to 1961 to 1990 (thin lines) along with decadal variations (thick lines) for three global datasets: 2 
HadEX2; HadGHCND (Caesar et al., 2006) and updated to 2010 and GHCNDEX (Donat et al., 2012b). Global 3 
averages are only calculated using gridboxes where all three datasets have at least 90% of data over the time period. 4 
Trends are significant at the 5% level for all the global indices shown. 5 
 6 
AR4 found a widespread reduction in the occurrences of frosts in mid-latitude regions since the mid-20th 7 
Century. Recent work continues to provide strong evidence for widespread decreases in the number of frost 8 
days since about 1950 over those parts of the globe where frosts can be defined e.g., in Asia (Alexander et 9 
al., 2006; Donat et al., 2012a; Liu et al., 2006; Yang et al., 2011a; You et al., 2008) Europe (Alexander et al., 10 
2006; Bartholy and Pongracz, 2007; Donat et al., 2012a; Scaife et al., 2008b); and large parts of North 11 
America (Alexander et al., 2006; Brown et al., 2010; Donat et al., 2012a). Globally, there is evidence of 12 
large-scale warming trends in the extremes of temperature, especially minimum temperature, since the 13 
beginning of the 20th Century (Donat et al., 2012a). 14 
 15 
Since AR4 many studies have analysed local to regional changes in multi-day temperature extremes in more 16 
detail, specifically addressing different heat wave aspects such as frequency, intensity, duration and spatial 17 
extent (Box 2.4, FAQ 2.2). Several studies suggest that the increase in the temperature mean accounts for 18 
most of the changes in heat wave frequency and duration (Ballester et al., 2010; Barnett et al., 2006). 19 
However, heat wave intensity/amplitude is highly sensitive to changes in temperature variability and shape 20 
(Clark et al., 2006; Della-Marta et al., 2007a; Della-Marta et al., 2007b; Fischer and Schar, 2010; Schar et 21 
al., 2004) and heatwave definition also plays a role (Perkins and Alexander, 2012; Perkins et al., 2012).  22 
 23 
Heat waves are often associated with quasi-stationary anticyclonic circulation anomalies that produce 24 
subsidence, light winds, clear skies, warm-air advection and prolonged hot conditions at the surface (Black 25 
and Sutton, 2007; Garcia-Herrera et al., 2010). Long-term changes in the persistence of anticyclonic summer 26 
circulation, which potentially have large effects on the duration of heat waves, are still relatively poorly 27 
understood (Section 2.7). Heat waves can also be amplified by pre-existing dry soil conditions in transitional 28 
climate zones (Ferranti and Viterbo, 2006; Fischer et al., 2007; Seneviratne et al., 2010) and the persistence 29 
of those soil-mositure anomalies (Lorenz et al., 2010). Dry soil-moisture conditions are either induced by 30 
precipitation deficits (Della-Marta et al., 2007b; Vautard et al., 2007a), or evapotranspiration excesses (Black 31 
and Sutton, 2007; Fischer et al., 2007), or a combination of both (Seneviratne et al., 2010). Higher 32 
evapotranspiration can be induced by early vegetation onset (Zaitchik et al., 2006), low cloudiness (Black 33 
and Sutton, 2007; Fischer et al., 2007), wind speed, advected air and other non-local feedbacks (Haarsma et 34 
al., 2009; Vautard et al., 2010; Vautard et al., 2007b). This amplification of soil moisture-temperature 35 
feedbacks is suggested to have partly enhanced the duration of extreme summer heat waves in southeastern 36 
Europe during the latter part of the 20th Century (Hirschi et al., 2011), with evidence emerging of a global 37 
signature in moisture-limited regions (Mueller and Seneviratne, 2012). 38 
 39 
Regional studies have generally found statistically significant increasing trends in heat waves and decreasing 40 
trends in cold spells for example, over USA (Kunkel et al., 2008), China (Ding et al., 2010), Iran 41 
(Rahimzadeh et al., 2009), and Australia (Perkins and Alexander, 2012; Tryhorn and Risbey, 2006), 42 
primarily over the latter part of the 20th Century. However, over the USA, the decade of the 1930s has the 43 
most heat waves in the 1895 to 2005 time series and is also associated with extreme drought conditions 44 
(Kunkel et al., 2008). In Europe there is some suggestion that positive trends calculated in earlier studies 45 
may have been underestimated due to poor quality and/or consistency of data (e.g., Della-Marta et al. 46 
(2007a) over Western Europe; Kuglitsch et al. (2009; 2010) over the Mediterranean). Over Asia spatially 47 
consistent patterns of changes in warm spell duration were apparent over roughly the past five decades (Choi 48 
et al., 2009) with similar century-long trends identified in Hong Kong (Lee et al., 2011). For Africa as a 49 
whole there is insufficient evidence regarding changes in heat waves although parts of South Africa (Donat 50 
et al., 2012a; Kruger and Sekele, 2012) and North Africa (Donat et al., 2012a; Donat et al., 2012c) indicate 51 
some significant increases in heat wave duration. 52 
 53 
In summary, analyses continue to support the AR4 and SREX conclusions that since 1950 it is very likely 54 
that the number of cold days and nights has decreased and the number of warm days and nights has increased 55 
overall on the global scale, i.e., for land areas with sufficient data. It is likely that such changes have also 56 
occurred at the continental scale in North America, Europe, and Australia. In addition, it is likely that the 57 
occurrence of frost days has decreased in regions where frosts can be defined. There is medium confidence of 58 
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a warming trend in daily temperature extremes in much of Asia, although likely increases in warm days and 1 
nights and decreases in cold days and nights have been observed in central Asia. There is low to medium 2 
confidence in historical trends in daily temperature extremes in Africa and South America as there is either 3 
insufficient data or trends vary across these regions. Globally, in many (but not all) regions with sufficient 4 
data, there is medium confidence that the length or number of warm spells, including heat waves, has 5 
increased since the middle of the 20th Century although there is high confidence that this is likely the case 6 
for large parts of Europe. 7 
 8 
2.6.2 Hydrological Cycle 9 
 10 
The hydrological cycle describes the continuous circulation of water between Earth’s atmosphere and both 11 
surface and subsurface bodies of water. In Section 2.5 mean state changes in different aspects of the 12 
hydrological cycle are discussed. In this section we focus on the more extreme aspects of the cycle including 13 
extreme rainfall, severe local weather events like hail, flooding and droughts. Extreme events associated with 14 
tropical and extratropical storms are discussed in Sections 2.6.3 and 2.6.4 respectively. 15 
 16 
2.6.2.1 Precipitation Extremes 17 
 18 
AR4 concluded that it was likely that annual heavy precipitation events had disproportionately increased 19 
compared to mean changes between 1951 and 2003 over many mid-latitude regions, even where there had 20 
been a reduction in annual total precipitation. Rare precipitation (such as the highest annual daily 21 
precipitation total) events were likely to have increased over regions with sufficient data since the late 19th 22 
Century. SREX supported this view, as have subsequent analyses, although noting large spatial variability 23 
within and between regions (see Table 3.2 of Seneviratne et al. (2012b)).  24 
 25 
Given the diverse climates across the globe it has been difficult to provide a universally valid definition of 26 
‘extreme precipitation’. In general, statistical tests indicate changes in precipitation extremes are consistent 27 
with a wetter climate, although with a less spatially coherent pattern of change than temperature change, in 28 
that large areas show both increasing and decreasing trends and a lower level of statistical significance than 29 
for temperature change (e.g., Alexander et al., 2006; Donat et al. 2012a; Donat et al. 2012b). Globally 30 
averaged trends in the wettest day of the year indicate more increases than would be expected by chance 31 
(Westra et al., 2012). 32 
 33 
Figure 2.33a indicates areas of increasing and decreasing precipitation intensity in the HadEX2 dataset 34 
(Donat et al., 2012a) although with more areas showing significant increases but with little data coverage 35 
outside of the NH. Regional trends are varied but studies of North America and Central America indicate 36 
significant increases in either the frequency or intensity of heavy precipitation since about 1950 (Cavazos et 37 
al., 2008; Donat et al., 2012b; Gleason et al., 2008; Peterson et al., 2008) and over the whole of the 20th 38 
Century (Donat et al., 2012a; Pryor et al., 2009; Villarini et al., 2012). There are some exceptions e.g., no 39 
significant changes are observed in coastal zones in Mexico (Cavazos et al., 2008). In South America, there 40 
is low confidence of changes in heavy precipitation due to either insufficient eveidence or spatially varying 41 
trends (Dufek and Ambrizzi, 2008; Marengo et al., 2009; Marengo et al., 2010; Penalba and Robledo, 2010; 42 
Re and Barros, 2009) but the most recent integrative studies over the continent as a whole indicate heavy 43 
rain events are increasing in frequency and intensity particularly over Amazonia and South-east South 44 
America (de los Milagros Skansi et al., 2012; Donat et al., 2012a).  45 
 46 
In Europe, over the past century increasing trends have be found in the winter extreme precipitation in many 47 
regions (Moberg et al., 2006); (Maraun et al., 2008); (Zolina et al., 2008), (Ntegeka and Willems, 2008); 48 
(Bartholy and Pongracz, 2007; Kysely, 2009) although with decreasing trends in some regions such as 49 
northern Italy (Pavan et al., 2008), Poland (Lupikasza, 2010) and some Mediterranean coastal sites (Toreti et 50 
al., 2010). The trend in summer precipitation extremes has been weak or not spatially coherent (Bartholy and 51 
Pongracz, 2007; Costa and Soares, 2009; Durao et al., 2010; Kysely, 2009; Maraun et al., 2008; Moberg et 52 
al., 2006; Pavan et al., 2008; Rodda et al., 2010; Zolina et al., 2008). Uncertainties are overall larger in 53 
southern Europe and the Mediterranean, where confidence in the trends is low. 54 
 55 
In the Asia-Pacific region studies generally show mixed regional trends. Zhai et al. (2005) and (Wang and 56 
Zhou, 2005) found significant increases over the second half of the 20th Century in some regions but 57 
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significant decreases in other while other studies find no systematic changes over the region an a whole 1 
(Caesar et al., 2011; Choi et al., 2009). Studies have suggested significant trends in extreme precipitation at 2 
sub-regional scales during monsoon seasons over the Indian subcontinent (Krishnamurthy et al., 2009; 3 
Pattanaik and Rajeevan, 2010; Rajeevan et al., 2008; Sen Roy, 2009). In southern Australia and eastern New 4 
Zealand it is likely that there have been decreases in heavy precipitation events particularly in regions where 5 
mean precipitation has decreased (Alexander and Arblaster, 2009; Alexander et al., 2007; Gallant et al., 6 
2007; Mullan et al., 2008). Several recent studies focused on Africa, in general, have not found significant 7 
trends in extreme precipitation (Aguilar et al., 2009; Donat et al., 2012c; Kruger, 2006; New et al., 2006; 8 
Seleshi and Camberlin, 2006) (see Chapter 14 for more on regional variations and trends). 9 
 10 
The above studies generally use indices which reflect ‘moderate’ extremes e.g., events occurring as often as 11 
5% or 10% of the time (Box 2.4). Only a few regions have sufficient data to assess trends in rarer 12 
precipitation events reliably, e.g., events occurring on average once in several decades. Using Extreme Value 13 
Theory, DeGaetano (2009) showed a 20% reduction in the return period for extreme precipitation events 14 
over large parts of the contiguous USA from 1950 to 2007. For Europe from 1951 to 2010 (Van den 15 
Besselaar et al., submitted) reported a median reduction in 5 to 20 year return periods of 18%, with a range 16 
between -4% and 59% depending on the subregion and season. This overall decrease in waiting times for 17 
rare extremes is qualitatively similar to the increase in moderate extremes for these regions reported above, 18 
and also consistent with earlier local results for the extreme tail of the distribution (Trenberth et al., 2007). 19 
 20 
The above studies refer to daily precipitation extremes. The literature on sub-daily scales is too limited for a 21 
global assessment although we accept that analysis and framing of questions regarding sub-daily 22 
precipitation extremes is becoming more critical (Trenberth, 2011). Available regional studies have shown 23 
results that are more complex but mostly consistent with increases in sub-daily precipitation extremes linked 24 
to the ‘Clausius-Clapeyron’ relationship (G. et al., 2011; Haerter et al., 2010; Jones et al., 2010; Lenderink et 25 
al., 2011; Lenderink and Van Meijgaard, 2008; Utsumi et al., 2011) (see also Chapter 7). 26 
 27 
2.6.2.2 Floods, Droughts and Severe Local Weather Events 28 
 29 
AR4 concluded that there was not a general global trend in the incidence of floods (Kundzewicz et al., 2007) 30 
and SREX went further to suggest that there was low agreement and thus low confidence at the global scale 31 
regarding the magnitude or frequency of floods or even the sign of changes. AR4 reported that globally very 32 
dry areas had more than doubled in extent since 1970 but this conclusion was primarily based on the analysis 33 
of one study and one index (PDSI; Dai et al., 2004). Other analyses assessed in SREX have since come to 34 
light which highlight that observed global-scale trends in meteorological droughts still contain large 35 
uncertainties. Evidence for changes in small scale severe weather phenomena is limited. 36 
 37 
AR5 WGII assess floods in regional detail. While the most evident flood trends appear to be in northern high 38 
latitudes, where observed warming trends have been largest, in some regions no evidence of a trend in 39 
extreme flooding has been found, e.g., over Russia based on daily river discharge (e.g., Shiklomanov et al., 40 
2007). Other studies for Europe (Hannaford and Marsh, 2008; Petrow and Merz, 2009; Renard et al., 2008) 41 
and Asia (e.g., Delgado et al., 2010; Jiang et al., 2008) show evidence for upward, downward or no trend in 42 
the magnitude and frequency of floods, so that there is currently no clear and widespread evidence for 43 
observed changes in flooding (except for the earlier spring flow in snow-dominated regions (Seneviratne et 44 
al., 2012a)). 45 
 46 
SREX provided a comprehensive assessment of changes in observed droughts (see Section 3.5.1 and Box 3.3 47 
of SREX) and updated the conclusions provided by AR4. SREX considered three types of drought in their 48 
assessment: i) Meteorological drought (abnormal precipitation deficit usually relative to some ‘normal’ 49 
amount), ii) Agricultural drought (also soil-moisture drought – a soil moisture shortage during the growing 50 
season that affects agriculture or ecosystem functions); and iii) Hydrological drought (affecting surface (e.g., 51 
run-off) or subsurface water supply). The type of drought considered and the complexities in defining 52 
drought can substantially affect the conclusions regarding trends on a global scale (Nicholls and Seneviratne, 53 
2012); see also Chapter 10). 54 
 55 
AR4 concluded that droughts (as defined by PDSI, Dai et al. (2004)) had become more common, especially 56 
in the tropics and sub-tropics since about 1970. Based on evidence since AR4 (including studies by (Dai, 57 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-56 Total pages: 191 

2011a; Dai, 2011b; Sheffield and Wood, 2008; Vicente-Serrano et al., 2010b), SREX stated that there were 1 
not enough direct observations of dryness to suggest high confidence in observed trends globally, although 2 
there was medium confidence that since the 1950s some regions of the world have experienced more intense 3 
and longer droughts. The differences between AR4 and SREX are primarily due to analyses post-AR4, 4 
differences in how both assessments considered drought and updated IPCC uncertainty guidance (Nicholls 5 
and Seneviratne, 2012). 6 
 7 
Similarly to heatwaves (Section 2.6.1), droughts can be affected by land-atmosphere feedbacks and 8 
interactions. Because drought is a complex variable and can at best be incompletely represented by 9 
commonly used drought indices, discrepancies in the interpretation of changes can result (Seneviratne et al., 10 
2012a). For example, Sheffield and Wood (2008) found decreasing trends in the duration, intensity and 11 
severity of drought globally by using a hydrological model forced with observations. Conversely, Dai 12 
(2011a; 2011b) found a general global increase in drought, although with substantial regional variation. 13 
 14 
Because there are very few direct measurements of drought related variables, such as soil moisture (Robock 15 
et al., 2000), drought proxies (e.g., PDSI, SPI, SPEI) and hydrological drought proxies (e.g., Dai, 2011b; 16 
Vidal et al., 2010) are often used to assess drought conditions. Variable selection (e.g., precipitation, soil 17 
moisture, or streamflow) and time scale can strongly affect the ranking of drought events (Sheffield et al., 18 
2009; Vidal et al., 2010). Analyses of these indirect indices come with substantial uncertainties. For 19 
example, PDSI may not be comparable across climate zones. A self-calibrating (sc-) PDSI can replace the 20 
fixed empirical constants in PDSI with values representative of the local climate (Wells et al., 2004). Using 21 
this measure van der Schrier et al. (2006) found no statistically significant soil moisture trends in Europe.  22 
 23 
SREX indicated inconsistent trends in drought related variables across most other continents (see Table 3.2 24 
of Seneviratne et al. (2012b)). For example, in North and Central America an overall slight decrease in 25 
dryness has been observed since 1950 (Figure 2.33b) although regional variability and the 1930s drought in 26 
the USA and Canadian Prairies dominate the signal (Aguilar et al., 2005; Alexander et al., 2006; Dai, 2011a; 27 
Dai, 2011b; Kunkel et al., 2008; Sheffield and Wood, 2008), while in Africa drought indices have generally 28 
increased (Figure 2.33b), the 1970s prolonged Sahel drought dominates the signal (Dai, 2011a; Dai, 2011b; 29 
Sheffield and Wood, 2008).  30 
 31 
On the whole the annual maximum number of consecutive dry days appears to be declining in most regions 32 
since the 1950s (Figure 2.33b). Using a measure which combines both dry spell length and precipitation 33 
intensity Giorgi et al. (2011) indicate that ‘hydroclimatic intensity’ (Chapter 7) has increased over the latter 34 
part of the 20th Century in response to a warming climate. They show that positive trends are most marked 35 
in Europe, India, parts of South America and East Asia although trends appear to have decreased in Australia 36 
and northern South America (Figure 2.33c). Data availability, quality and length of record remain issues in 37 
drawing conclusions on a global scale, however. 38 
 39 
[INSERT FIGURE 2.33 HERE] 40 
Figure 2.33: (a) Trends (mm day–1 yr–1) in daily precipitation intensity and (b) trends (days per year) in the frequency 41 
of the annual maximum number of consecutive dry days. Trends were calculated only for grid boxes that had at least 40 42 
years of data during this period and where data ended no earlier than 2003. Hatching indicates gridboxes where trends 43 
are significant at the 10% level. The data source for trend maps is HadEX2 (Donat et al., 2012a). (c) Trends in 44 
hydroclimatic intensity (HY-INT: a multiplicative measure of length of dry spell and precipitation intensity) over the 45 
period 1976 to 2000 (from Giorgi et al. (2011)). An increase (decrease) in HY-INT reflects an increase (decrease) in the 46 
length of drought and /or extreme precipitation events. 47 
 48 
Another extreme aspect of the hydrological cycle is severe local weather phenomena such as hail or thunder 49 
storms. These are not well observed in many parts of the world, since the density of surface meteorological 50 
observing stations required for detection is too coarse to measure all such events. Moreover, homogeneity of 51 
existing station series is questionable (Doswell et al., 2009; Verbout et al., 2006). Alternatively, measures of 52 
severe thunderstorms or hailstorms can be derived by assessing the environmental conditions that are 53 
favourable for their formation but this method is associated with high uncertainty (Seneviratne et al., 2012a). 54 
SREX highlighted studies such as Brooks and Dotzek (2008) who found significant variability but no clear 55 
trend in the past 50 years in severe thunderstorms in a region east of the Rocky Mountains in the United 56 
States, Cao (2008) who found an increasing frequency of severe hail events in Ontario, Canada during the 57 
period 1979–2002 and Kunz et al. (2009) who found that hail days significantly increased during the period 58 
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1974–2003 in southwest Germany. Hailpad studies from Italy (Eccel et al., 2012) and France (Berthet et al., 1 
2011) suggest slight increases in larger hail sizes and a correlation between the fraction of precipitation 2 
falling as hail with average summer temperature. In China between 1961 and 2005, the number of hail days 3 
has been found to generally decrease, with the highest occurrence between 1960 and 1980 but with a sharp 4 
drop since the mid-1980s (CMA, 2007; Xie et al., 2008). However there is little consistency in hail size 5 
changes in different regions of China since 1980 (Xie et al., 2010). 6 
 7 
In summary, analyses continue to support the AR4 and SREX conclusions that it is likely that there have 8 
been statistically significant increases in the number of heavy precipitation events (e.g., 95th percentile) in 9 
more regions than there has been statistically significant decreases, but there are strong regional and 10 
subregional variations in the trends. In particular, many regions present statistically non-significant or 11 
negative trends, and, where seasonal changes have been assessed, there are also variations between seasons 12 
(e.g., more consistent trends in winter than in summer in Europe). The overall most consistent trends towards 13 
heavier precipitation events are found in North America (likely increase over the continent). There continues 14 
to be a lack of evidence and thus low confidence regarding the sign of trend in the magnitude and/or 15 
frequency of floods on a global scale. The current assessment does not support the AR4 conclusions 16 
regarding global increasing trends in droughts but rather concludes that there is not enough evidence at 17 
present to suggest high confidence in observed trends in dryness due to lack of direct observations, some 18 
geographical inconsistencies in the trends, and some dependencies of inferred trends on the index choice. 19 
There is low confidence in observed trends in small-scale severe weather phenomena such as hail because of 20 
historical data inhomogeneities and inadequacies in monitoring systems. 21 
 22 
2.6.3 Tropical Storms 23 
 24 
AR4 concluded that it was likely that a trend had occurred in intense tropical cyclone activity since 1970 in 25 
some regions (IPCC, 2007b). In more detail it was stated that “there is observational evidence for an increase 26 
in intense tropical cyclone activity in the North Atlantic since about 1970, correlated with increases of 27 
tropical SSTs. There are also suggestions of increased intense tropical cyclone activity in some other regions 28 
where concerns over data quality are greater. Multi-decadal variability and the quality of the tropical cyclone 29 
records prior to routine satellite observations in about 1970 complicate the assessment of long-term trends in 30 
tropical cyclone activity. There is no clear trend in the annual numbers of tropical cyclones”. Subsequent 31 
assessments, including SREX and more recent literature indicate that the AR4 assessment needs to be 32 
somewhat revised with respect to the confidence levels associated with observed trends. 33 
 34 
Box 14.3 discusses changes in detail. In summary, current datasets indicate no significant observed trends in 35 
global tropical cyclone frequency and it remains uncertain whether any reported long-term increases in 36 
tropical cyclone frequency are robust, after accounting for past changes in observing capabilities (Knutson et 37 
al., 2010). Regional trends in tropical cyclone frequency have been identified in the North Atlantic, but on 38 
long time scales the fidelity of these trends is debated (Holland and Webster, 2007; Landsea, 2007; Landsea 39 
et al., 2006; Mann et al., 2007a) with different methods for estimating undercounts in the earlier part of the 40 
record providing mixed conclusions (Chang and Guo, 2007; Kunkel et al., 2008; Mann et al., 2007b; Vecchi 41 
and Knutson, 2008; Vecchi and Knutson, 2011b). Measures of land-falling tropical cyclone frequency are 42 
generally considered to be more reliable than counts of all storms which tend to be strongly influenced by 43 
those that are weak and/or short-lived. Callaghan and Power (2011) find a statistically significant decrease in 44 
Eastern Australia land-falling tropical cyclones since the late 19th century but evidence is limited on trends 45 
in other oceans on shorter timescales (Chan and Xu, 2009; Kubota and Chan, 2009; Lee and McPhaden, 46 
2010; Mohapatra and Adhikary, 2011; Weinkle et al., 2012). Figure 2.34 summarises trends in the frequency 47 
of land-falling tropical cyclones in different ocean basins.  48 
 49 
[INSERT FIGURE 2.34 HERE] 50 
Figure 2.34: Normalized 5-year running means of the number of (a) adjusted land falling eastern Australian tropical 51 
cyclones (adapted from (Callaghan and Power, 2011) and updated to include 2010/2011 season) and (b) unadjusted land 52 
falling U.S. hurricanes (adapted from (Vecchi and Knutson, 2011a) and (c) land-falling typhoons in China. Vertical axis 53 
ticks represent one standard deviation, with all series normalized to unit standard deviation after a 5-year running mean 54 
was applied. The dashed lines are trends calculated using ordinary least squares regression.  55 
 56 
Arguably, storm frequency is of limited usefulness if not considered in tandem with intensity and duration 57 
measures. Intensity measures in historical records are especially sensitive to changing technology and 58 
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improving methodology. However over the satellite era, increases in the intensity of the strongest storms in 1 
the Atlantic appear robust (Elsner et al., 2008; Kossin et al., 2007) but there is limited evidence for other 2 
regions and the globe. Time series of power dissipation, an aggregate compound of tropical cyclone 3 
frequency, duration, and intensity that measures total energy consumption by tropical cyclones, show upward 4 
trends in the North Atlantic and weaker upward trends in the western North Pacific over the past 25 years 5 
(Emanuel, 2007), but interpretation of longer-term trends is again constrained by data quality concerns.  6 
 7 
Based on research subsequent to AR4, which further elucidated the scope of uncertainties in historical 8 
tropical cyclone data, more recent assessments (Knutson et al., 2010) do not conclude that it is likely that 9 
annual numbers of tropical storms, hurricanes and major hurricanes counts have increased over the past 100 10 
years in the North Atlantic basin. Evidence however is robust for an increase in the most intense tropical 11 
cyclones since the 1970s in that region. This assessment does not revise the SREX conclusion of low 12 
confidence that any reported long-term increases in tropical cyclone activity are robust, after accounting for 13 
past changes in observing capabilities. 14 
 15 
2.6.4 Extratropical Storms 16 
 17 
AR4 noted a likely net increase in frequency/intensity of NH extreme extratropical cyclones and a poleward 18 
shift in storm tracks since the 1950s (Trenberth et al., 2007, Table 3.8). SREX further consolidated the AR4 19 
assessment of poleward shifting storm tracks, but revised the assessment of the confidence levels associated 20 
with regional trends in the intensity of extreme extratropical cyclones. 21 
 22 
There are inconsistencies among studies of extreme cyclones and work is required to consolidate findings for 23 
future assessments. Studies using reanalyses continue to support a northward and eastward shift in the 24 
Atlantic cyclone activity during the last 60 years with both more frequent and more intense wintertime 25 
cyclones in the high-latitude Atlantic (Raible et al., 2008; Schneidereit et al., 2007; Vilibic and Sepic, 2010) 26 
and fewer in the mid-latitude Atlantic (Raible et al., 2008; Wang et al., 2006b). Some studies show an 27 
increase in intensity and number of extreme Atlantic cyclones (Geng and Sugi, 2001; Lehmann et al., 2011; 28 
Paciorek et al., 2002) while others show opposite trends in eastern Pacific and North America (Gulev et al., 29 
2001). Differences can be partly explained by sensitivities in identification schemes and/or different 30 
definitions for extreme cyclones (Leckebusch et al., 2006; Pinto et al., 2006). 31 
 32 
In the North Pacific studies using reanalyses and in situ data for the last 50 years have noted an increase in 33 
the number and intensity of wintertime intense extratropical cyclone systems since the 1950s (Graham and 34 
Diaz, 2001; Raible et al., 2008; Simmonds and Keay, 2002) and cyclone activity (Zhang et al., 2004), but 35 
also in this region signs of some of the trends disagreed when different tracking algorithms or reanalysis 36 
products are used (Raible et al., 2008). A slight positive trend has been found in north Pacific extreme 37 
cyclones while others show opposite trends in the eastern Pacific and North America (Geng and Sugi, 2001; 38 
Gulev et al., 2001; Paciorek et al., 2002).  39 
 40 
Over continental land areas most studies of severe storms or storminess have been performed for Europe 41 
where long running in situ pressure and wind observations exist. There are no clear trends over the past 42 
century or longer (Allan et al., 2009; Barring and Fortuniak, 2009; Hanna et al., 2008; Matulla et al., 2008) 43 
with substantial decadal and longer fluctuations but with some regional and seasonal trends (Wang et al. 44 
(2009c); Wang et al. (2011). Figure 2.35 shows some of these changes for boreal winter using geostrophic 45 
wind speeds indicating that decreasing trends outnumber increasing trends (Wang et al., 2011). Using the 46 
20th Century Reanalysis (Compo et al., 2011), (Donat et al., 2011) however find significant increases in both 47 
the strength and frequency of wintertime storms for large parts of Europe but this is potentially an artefact of 48 
the reduction in data included in the reanalyses the further back in time it goes (Cornes and Jones, 2011a).  49 
 50 
[INSERT FIGURE 2.35 HERE] 51 
Figure 2.35: 99th percentiles of geostrophic wind speeds for winter. Triangles show regions where geostrophic wind 52 
speeds have been calculated from in situ surface pressure observations. Within each pressure triangle, Gaussian low-53 
pass filtered curves and estimated linear trends of the 99th percentile of these geostrophic wind speeds for winter are 54 
shown. The ticks of the time (horizontal) axis range from 1875 to 2005, with an interval of 10 years. Disconnections in 55 
lines show periods of missing data. Red (blue) trend lines indicate upward (downward) trends of at least 5% 56 
significance. From Wang et al. (2011). 57 
 58 
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Robust conclusions about changes in extratropical cyclone activity in Asia will require further studies. SREX 1 
noted however that available studies using reanalyses indicate a decrease in extratropical cyclone activity 2 
(Zhang et al., 2004) and intensity (Wang et al., 2009d; Zhang et al., 2004) over the last 50 years has been 3 
reported for northern Eurasia (60°N–40°N) with a possible northward shift with increased cyclone frequency 4 
in the higher latitudes (50°N–45°N) and decrease in the lower latitudes (south of 45°N). The decrease at 5 
lower latitudes is also supported by a study of severe storms by Zou et al. (2006b) who used sub-daily in situ 6 
pressure data from a number of stations across China.  7 
 8 
SREX also notes that, based on reanalyses, North American cyclone numbers have increased over the last 50 9 
years, with no statistically significant change in cyclone intensity (Zhang et al., 2004). Hourly MSLP data 10 
from Canadian stations showed that winter cyclones have become significantly more frequent, longer lasting, 11 
and stronger in the lower Canadian Arctic over the last 50 years (1953–2002), but less frequent and weaker 12 
in the south, especially along the southeast and southwest Canadian coasts (Wang et al., 2006a). Further 13 
south, a tendency toward weaker low-pressure systems over the past few decades was found for U.S. east 14 
coast winter cyclones using reanalyses, but no statistically significant trends in the frequency of occurrence 15 
of systems (Hirsch et al., 2001). 16 
 17 
In the SH, studies using in situ pressure observations indicate a significant decline in storminess since the 18 
mid-19th Century (Alexander and Power, 2009; Alexander et al., 2011), strengthening the evidence of a 19 
southward shift in storm tracks previously noted using reanalyses (Fyfe, 2003; Hope et al., 2006). 20 
Frederiksen and Frederiksen (2007) linked the reduction in cyclogenesis at 30°S and southward shift to a 21 
decrease in the vertical mean meridional temperature gradient. SREX notes some inconsistency among 22 
reanalysis products for the SH regarding trends in the frequency of intense extratropical cyclones (Pezza et 23 
al. (2007),(Lim and Simmonds, 2009) although studies tend to agree on a trend towards more intense 24 
systems. Links between extratropical cyclone activity and large scale variability are discussed in Section 2.7 25 
and Chapter 14. 26 
 27 
Recent studies that have examined trends in wind extremes from observations tend to point to declining 28 
trends in extremes in mid-latitudes (Pirazzoli and Tomasin, 2003; Pryor et al., 2007; Smits et al., 2005; 29 
Zhang et al., 2007b) and increasing trends in high latitudes (Hundecha et al., 2008; Lynch et al., 2004; 30 
Turner et al., 2005). Other recent studies have compared the trends from observations with reanalysis data 31 
and reported differing or even opposite trends in the reanalysis products (e.g., McVicar et al., 2008; Smits et 32 
al., 2005). On the other hand, declining trends reported by Xu et al. (2006b) over China were generally 33 
consistent with trends in NCEP reanalysis. The accuracy of trends extracted from reanalysis products (Box 34 
2.3) however remains a source of debate since data assimilation methods can induce artificial trends (e.g., 35 
Bengtsson et al., 2004).  36 
 37 
In summary, unlike in AR4, it is assessed here that there is low confidence of regional changes in the 38 
intensity of extreme extratropical cyclones. There is low confidence of a clear trend in storminess proxies 39 
over the last century due to inconsistencies between studies or lack of long-term data in some parts of the 40 
world (particularly in the SH). There is low confidence in trends in extreme winds due to quality and 41 
consistency issues with analysed data. 42 
 43 
[START FAQ 2.2 HERE] 44 
 45 
FAQ 2.2: Have there been any Changes in Climate Extremes? 46 
 47 
There is strong evidence that statistically significant changes have occurred in temperature extremes—48 
particularly those related to minimum temperature—associated with warming since the mid-20th Century. 49 
Heavy precipitation events show likely, but regionally dependent, increases. However, for other extremes, 50 
such as tropical cyclone frequency, we have generally low confidence that there have been discernable 51 
changes over the observed record. 52 
 53 
From heat waves to cold snaps, droughts to flooding rains, recording and analysing climate extremes poses 54 
unique challenges, not just because of the intrinsically rare nature of these events, but because, they 55 
invariably happen in conjunction with disruptive conditions. Furthermore, there is no consistent definition in 56 
scientific literature of what constitutes an extreme climatic event, and this complicates global assessment.  57 
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 1 
While, in an absolute sense, an extreme climate event will vary from place to place—a hot day in the tropics, 2 
for instance, will be a different temperature to a hot day in the mid-latitudes—collaborative international 3 
efforts to monitor extremes have highlighted some significant global changes.  4 
 5 
For example, studies using consistent definitions for cold (<10th percentile) and warm (>90th percentile) 6 
days and nights indicate changes associated with warming for most regions of the globe; a few exceptions 7 
being central and eastern North America, and southern South America but mostly only related to daytime 8 
temperatures. Those changes are generally most apparent in minimum temperature extremes. Limited data 9 
make it difficult to link these changes to increases in average temperatures, but FAQ 2.2, Figure 1 indicates 10 
that daily global temperature extremes have indeed changed: not only because average temperature has 11 
increased, but also because the ‘shape’ and ‘spread’ of both daytime and night-time temperature distributions 12 
has changed. 13 
 14 
Warm spells or heat waves containing consecutive extremely hot days or nights have also been assessed, but 15 
there are fewer studies of heat wave characteristics than those that compare changes in merely warm days or 16 
nights. Most global land areas with available data have experienced more heat waves since the middle of the 17 
20th century. One exception is the south-eastern United States, where heat wave frequency and duration 18 
measures generally show cooling. This has been associated with a so-called ‘warming hole’ in this region 19 
and is also linked with increases in extreme precipitation.  20 
 21 
For regions such as Europe, where historical temperature reconstructions exist going back several hundreds 22 
of years, indications are that some have experienced a disproportionate number of extreme heat waves in 23 
recent decades. The historical evolution of the hottest summers in Europe suggests that the period between 24 
2001 and 2010 stands substantially above any other decade since 1500. 25 
 26 
[INSERT FAQ 2.2, FIGURE 1 HERE] 27 
FAQ 2.2, Figure 1: Distribution of (a) daily minimum and (b) daily maximum temperature anomalies relative to a 28 
1961–1990 climatology for two periods: 1951–1980 (blue) and 1981–2010 (red) using the HadGHCND data set. The 29 
vertical blue and red lines indicate the 10th (left-hand side) and 90th (right-hand side) percentiles for both periods.  30 
 31 
Changes in extremes for other climate variables are generally less coherent than those observed for 32 
temperature, due to data limitations and inconsistencies between studies, regions and/or seasons. However, 33 
changes in precipitation extremes, for example, are consistent with a warmer climate. Analyses of land areas 34 
with sufficient data indicate increases in more extreme precipitation events in recent decades, but results are 35 
very regionally and seasonally dependent. For instance, increases in heavy precipitation are likely to have 36 
occurred in North America, Central America and Europe, but in other regions—such as southern Australia 37 
and western Asia—there is evidence of decreases. Likewise, drought studies do not agree on the sign of the 38 
global trend, with regional inconsistencies in trends also dependent on how droughts are defined.  39 
 40 
Considering other extremes, such as tropical cyclones, the latest assessments show low confidence that any 41 
reported long-term increases in tropical cyclone activity are robust, after accounting for past changes in 42 
observing capabilities. There is some evidence, however, of an intensification of the most extreme storms, 43 
but records are currently very short.  44 
 45 
Over periods of a century or more, evidence suggests slight decreases in the frequency of tropical cyclones 46 
making landfall in the North Atlantic and the South Pacific, once uncertainties in observing methods have 47 
been considered. Little evidence exists of any longer-term trend in other ocean basins. For extratropical 48 
cyclones, a likely poleward shift is evident in both hemispheres over the past 50 years, with further but low 49 
confidence evidence of a decrease in wind storm frequency at mid-latitudes. Several studies suggest an 50 
increase in intensity, but confidence is low due to data sampling issues. 51 
 52 
FAQ 2.2, Figure 2 summarizes some of the observed changes in climate extremes, and associated levels of 53 
confidence regarding the sign of trends. 54 
 55 
[INSERT FAQ 2.2, FIGURE 2 HERE] 56 
FAQ 2.2, Figure 2: The likelihood and direction of trend in the frequency (or intensity) of various climate extremes 57 
since the middle of the 20th century. Where the trend goes both up and down, this implies that there is regional 58 
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variation in the sign of the trend, or that studies using different measures of dryness do not agree. Large regions that 1 
differ from the ‘global’ conclusion—either with respect to sign of, or confidence in, the trend—are also highlighted. 2 
 3 
Overall, the most robust global changes in climate extremes are seen in measures of temperature, and to 4 
some extent, heat waves. Precipitation extremes also appear to be increasing, but there is large spatial 5 
inconsistency, and observed trends in droughts are still uncertain. There is limited evidence of changes in 6 
extremes associated with other climate variables. 7 
 8 
[END FAQ 2.2 HERE] 9 
 10 
2.7 Changes in Atmospheric Circulation and Patterns of Variability 11 
 12 
Changes in atmospheric circulation and indices of climate variability, as expressed in Sea-Level Pressure 13 
(SLP), wind, Geopotential Height (GPH), and other variables such as cloud cover were assessed in AR4. 14 
Substantial multi-decadal variability was found in the large-scale atmospheric circulation over the Atlantic 15 
and the Pacific. A decrease was found in tropospheric GPH over high latitudes of both hemispheres and an 16 
increase over the mid-latitudes in boreal winter for the period 1979–2001. These changes were found to be 17 
associated with an intensification and poleward displacement of Atlantic and southern midlatitude jet 18 
streams and enhanced storm track activity in the NH from the 1960s to at least the 1990s. Changes in the 19 
North Atlantic Oscillation (NAO) and the Southern Annular Mode (SAM) towards their positive phases were 20 
observed, but it was noted that the NAO returned to its long-term mean state from the mid 1990s to the early 21 
2000s.  22 
 23 
The observational basis has changed since AR4. More and improved observational data sets (encompassing 24 
ground based, radiosonde, and satellite data) and reanalysis data sets (see Box 2.3) have been published. 25 
Uncertainties and inaccuracies in all data sets are better understood. Finally, the time elapsed since AR4 26 
extends the period for trend calculation, in particular since several data sets start are considered most reliable 27 
after 1979, when satellite information became more widely available. 28 
 29 
The studies since AR4 as assessed in this Section support the poleward movement of circulation features 30 
since the 1970s and the change in the SAM. At the same time, large decadal-to-multidecadal variability in 31 
atmospheric circulation is found that partially offsets previous trends in other circulation features such as the 32 
NAO or the Pacific Walker circulation.  33 
 34 
This section assesses observational evidence for changes in atmospheric circulation in fields of SLP, GPH, 35 
and wind, in circulation features (such as the Hadley and Walker circulation, monsoons, or jet streams), as 36 
well as in circulation variability modes. Regional climate effects of the circulation changes are discussed in 37 
Chapter 14. 38 
 39 
2.7.1 Sea Level Pressure 40 
 41 
The spatial distribution of SLP represents the distribution of atmospheric mass, which is the surface imprint 42 
of the atmospheric circulation. Barometric measurements are made in weather stations or onboard ships. 43 
Fields are produced from the observations by interpolation or using data assimilation. One of the most 44 
widely used observational data sets is HadSLP2 (Allan and Ansell, 2006), which integrates 2228 historical 45 
global terrestrial stations with marine observations from the International Comprehensive Ocean-46 
Atmosphere Data Set (ICOADS) on a 5° × 5°grid. Although the quality of SLP data is considered good, 47 
there are discrepancies between gridded SLP data sets in regions with sparse observations, e.g., over 48 
Antarctica (Jones and Lister, 2007). 49 
 50 
AR4 concluded that SLP in December to February decreased between 1948 and 2005 in the Arctic, Antarctic 51 
and North Pacific. More recent studies using updated data for the period 1949–2009 (Gillett and Stott, 2009) 52 
also find decreases in SLP in the high latitudes of both hemispheres in all seasons and increasing SLP in the 53 
tropics and subtropics most of the year. However, due to decadal variability SLP trends are sensitive to the 54 
choice of the time period (see also Box 2.2). Seasonal trends in gridded SLP from 1979 to 2012 show 55 
decreasing trends in the tropical and subtropical Atlantic, Indian Ocean, and adjacent land regions as well as 56 
in boreal summer in northern Siberia and increasing trends over the Pacific and the Southern Ocean (see 57 
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Appendix 2.A). Trends in the equatorial Pacific zonal SLP gradient during the 20th Century (e.g., Power and 1 
Kociuba, 2011a; Power and Kociuba, 2011b; Vecchi et al., 2006) are discussed in Sect. 2.7.4.  2 
 3 
The position and strength of semi-permanent pressure centres show no clear evidence for trends since 1951. 4 
However, prominent variability is found on decadal time scales (Figure 2.36). The Azores high and the 5 
Icelandic low in boreal winter, as captured by the high and low SLP contours, were both small in the 1960s 6 
and 1970s, large in the 1980s and 1990s, and again smaller in the 2000s. Favre and Gershunov (2006) find 7 
an eastward shift of the Aleutian low from the mid-1970s to 2001, which persisted during the 2000s (Figure 8 
2.36). The Siberian High exhibits pronounced decadal-to-multidecadal variability (Huang et al., 2010; 9 
Panagiotopoulos et al., 2005). In boreal summer, the Atlantic and Pacific high-pressure systems extended 10 
more westward in the 1960s and 1970s than later. On interannual time scales, variations in pressure centres 11 
are related to modes of climate variability. Trends in the indices that capture the strength of these modes are 12 
reported in Section 2.7.9, their characteristics and impacts are discussed in Chapter 14. 13 
 14 
[INSERT FIGURE 2.36 HERE] 15 
Figure 2.36: Decadal averages of SLP from the 20th Century Reanalysis (20CR) for (left) November of previous year 16 
to April and (right) May to October shown by two selected contours. Topography above 2 km above sea level in 20CR 17 
is shaded in dark grey.  18 
 19 
2.7.2 Surface Winds 20 
 21 
Surface wind measurements over land and ocean are based on largely separate observing systems. Early 22 
marine observations were visual estimates made using the Beaufort scale. Anemometer measurements were 23 
introduced starting in the 1950s. All in situ observations are collected in ICOADS (currently version 2.5; 24 
Woodruff et al., 2011). Growth in ship size was responsible for an upward trend in the anemometer heights; 25 
uncorrected, it was causing a spurious increasing trend in wind speed estimates based on ICOADS data 26 
(Cardone et al., 1990; Gulev et al., 2007; Tokinaga and Xie, 2011a). In recent years, records of anemometer 27 
heights on many ships became available and were incorporated into ICOADS, v.2.5 (Kent et al., 2007), 28 
making corrections possible (Thomas et al., 2008) (Thomas et al., 2008). The interpolated, ICOADS-based 29 
data sets NOCS v.2.0 (1973-present) (Berry and Kent, 2011), and WASWind (1950-2010, Tokinaga and Xie 30 
(2011a) include such corrections, among other improvements.  31 
 32 
Marine surface winds are also measured from space using various microwave range instruments: 33 
scatterometers and synthetic aperture radars measure wind vectors, while altimeters and passive radiometers 34 
measure wind speed only (Bourassa et al., 2010). The latter type provides the longest continuous record, 35 
starting in July 1987. Satellite-based interpolated marine surface wind data sets use objective anlysis 36 
methods to blend together data from different satellites and atmospheric reanalyses used either for wind 37 
directions as in Blended Sea Winds (BSW, Zhang et al., 2006), or as a background field as in Cross-38 
Calibrated Multi-Platform winds (CCMP, Atlas et al., 2011) or OAFlux (Yu and Weller, 2007). CCMP uses 39 
additional dynamical constraints, in situ data and recently homogenized data set of SSM/I observations 40 
(Wentz et al., 2007), among other satellite sources.  41 
 42 
Figure 2.37 compares 1988-2010 linear trends in surface wind speeds from interpolated data sets based on 43 
the satellite data, from interpolated and non-interpolated data sets based on the in situ data, and from 44 
atmospheric reanalyses. Kent et al. (2012) recently intercompared several of these data sets and found large 45 
differences. The differences in trend patterns in Figure 2.37 are large as well. Nevertheless, some statistically 46 
significant features are present in most data sets, including a pattern of positive and negative trend bands 47 
across the North Atlantic Ocean (see Section 2.7.6.2.) and positive trends along the west coast of North 48 
America.  49 
 50 
Surface winds over land have been measured with anemometers on a global scale for decades, but until 51 
recently the data have been rarely used for trend analysis due to suspect quality. Century-long, homogenized 52 
instrumental records are rare (e.g., Usbeck et al., 2010). Winds near the surface can be derived from 53 
reanalysis products (see Box 2.3), but discrepancies are found when comparing trends therein with trends for 54 
land stations (McVicar et al., 2008; Smits et al., 2005). Because of shortcomings in the observations, SREX 55 
stated that confidence in wind trends is low. Further studies assessed here confirm this assessment. 56 
 57 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-63 Total pages: 191 

Over land, a weakening of seasonal and annual as well as maximum winds is reported for many regions, 1 
including China (Guo et al., 2010; Xu et al., 2006b) and the Tibetan region (Zhang et al., 2007b) from the 2 
1960s to the early 2000s, the Netherlands from 1962 to 2002 (Smits et al., 2005), much of the USA from 3 
1973 to 2005 (Pryor et al., 2007), Australia from 1975 to 2006 (McVicar et al., 2008), and southern and 4 
western Canada from 1953 to 2006 (Wan et al., 2010). Increasing wind speeds were found at high latitudes 5 
in both hemispheres, namely in Alaska from 1921 to 2001 (Lynch et al., 2004), in parts of the Canadian 6 
Arctic from 1953 to 2006, and in coastal Antarctica over the second half of the 20th Century (Turner et al., 7 
2005). 8 
 9 
Vautard et al. (2010) analysed a global land surface wind data sets from 1979 to 2008 after quality screening. 10 
They found decreasing trends on the order of –0.1 m s-1 per decade over large portions of Northern 11 
Hemispheric land areas. They could only partly attribute the trends to changes in atmospheric circulation and 12 
suggested that increased surface roughness is mainly responsible. Wind speed trend pattern on the land 13 
inferred from their data (1988-2010, Figure 2.37) has many points with magnitudes much larger than those in 14 
the reanalysis products, which appear to systematically underestimate the variability of wind speed over 15 
land, as well as in coastal regions (Kent et al. 2012). Troccoli et al. (2012) found decreasing wind speeds 16 
over Australia, 1989-2006, at 2 m above ground but increasing wind speeds at 10 m, highlighting the 17 
sensitivity of trends in wind speed to changes in surface conditions. 18 
 19 
[INSERT FIGURE 2.37 HERE] 20 
Figure 2.37: Surface wind speed trends for 1988–2010. Shown in the top row are data sets based on the satellite wind 21 
observations: (a) Cross-Calibrated Multi-Platform wind product (CCMP, Atlas et al., 2011); (b) wind speed from the 22 
Objectively Analyzed Air-Sea Heat Fluxes data set, release 3 (OAFlux); (c) Blended Sea Winds (BSW, Zhang et al., 23 
2006); in the middle row are data sets based on surface observations: (d) wind speed from the Surface Flux Data Set, 24 
v.2, from NOC, Southampton, U.K. (Berry and Kent, 2009); (e) Wave- and Anemometer-based Sea Surface Wind 25 
(WASWind, (Tokinaga and Xie, 2011a)); (f) Surface Winds on the Land (Vautard et al., 2010); and in the bottom row 26 
are surface wind speeds from atmospheric reanalyses: (g) ERA-Interim; (h) NCEP-NCAR, v.1 (NNR1); and (i) 20th 27 
Century Reanalysis (20CR, Compo et al., 2011). Wind speeds correspond to 10 m heights in all products. Land station 28 
winds (panel f) are also for 10 m (but ananometer height is not always reported) except for the Australian data where 29 
they correspond to 2 m height. To improve readability of plots, all data sets (including land station data) were averaged 30 
to the 4° × 4° uniform longitude-latitude grid. Linear trend slopes and their uncertainties were computed for the annually 31 
averaged timeseries of 4ox4o cells by the method described in Appendix 2.A For all data sets except land station data, an 32 
annual mean was considered available only if monthly means for no less than eight months were available in that 33 
calendar year. Trend values were computed only if no less that 70% of all years (17) had a values and no less than 20% 34 
of first and last 10% of the annual record were available as well (i.e., at least one year available out of the first three and 35 
the last three years each). Black plus signs (+) indicate areas where linear trends slopes are different from zero at 10% 36 
significance level. 37 
 38 
2.7.3 Upper-Air Winds 39 
 40 
In contrast to surface winds, which were discussed in previous assessment reports, upper air winds have 41 
received little attention. Radiosondes and pilot balloon observations are available from around the 1930s 42 
(Stickler et al., 2010). Temporal inhomogeneities in radiosonde wind records are less common, but also less 43 
studied, than those in radiosonde temperature records (Gruber and Haimberger, 2008). Upper air winds can 44 
also be derived from tracking clouds or water vapour in satellite imagery (Atmospheric Motion Vectors, 45 
Menzel, 2001), which serve as an input to reanalyses (Box 2.3).  46 
 47 
In the past few years, interest in an accurate depiction of upper air winds has grown, since they are essential 48 
for estimating the state and changes of the general atmospheric circulation and for explaining changes in the 49 
surface winds (Vautard et al., 2010). In contrast to the wind slowing at the surface, no or much weaker trends 50 
were found for lower tropospheric winds from balloon data or reanalyses. Allen and Sherwood (2008) 51 
diagnosed significant positive zonal mean westerly wind trends in the northern extratropics in the upper 52 
troposphere and stratosphere and negative trends in the tropical upper troposphere for the period 1979–2005. 53 
The associated trend in wind shear has implications for upper tropical tropospheric temperature trends (see 54 
Section 2.4). Vautard et al. (2010) find increasing wind speed in rawinsonde observations in the lower and 55 
middle troposphere from 1979-2008 over Europe and North America and decreasing trends over Central and 56 
Eastern Asia. Systematic global trend analyses of radiosonde winds are lacking and the available regional 57 
studies do not allow conclusions on large-scale trends (specific features such as jet streams and storms are 58 
discussed in Sections 2.7.6 and 2.6, respectively). 59 
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 1 
2.7.4 Tropospheric Geopotential Height and Tropopause 2 
 3 
Changes in GPH, which can be addressed using radiosonde data or reanalysis data (see Box 2.3), reflect SLP 4 
and temperature changes in the atmospheric levels below. The spatial gradients of the trend indicate changes 5 
in the upper-level circulation. AR4 concluded that over the NH between 1960 and 2000, boreal winter and 6 
annual means of tropospheric GPH decreased over high latitudes and increased over the mid-latitudes. 7 
Trends for 500 hPa GPH from 1979 to 2012 from the ERA-Interim reanalysis (see Appendix 2.A) show a 8 
significant decrease only at southern high latitudes in November to April, but significant positive GPH trends 9 
in the subtropics and northern high latitudes. The seasonality and spatial dependence of 500 hPa GPH trends 10 
over Antarctica was highlighted by Neff et al. (2008), based upon radiosonde data over the period 1957–11 
2007.  12 
 13 
Minimum temperatures near the tropical tropopause (and therefore tropical tropopause height) are important 14 
as they affect the water vapour input into the stratosphere. AR4 reported an increase in tropical tropopause 15 
height and a slight cooling of the tropical cold-point tropopause. Studies since AR4 confirm the increase in 16 
tropopause height (Wang et al., 2012a). For tropical tropopause temperatures, studies based on radiosonde 17 
data and reanalyses partly support a cooling between the 1990s and the early 2000s (Randel et al., 2006), but 18 
uncertainties in long-term trends of the tropical cold-point tropopause temperature from radiosonde are very 19 
large (Wang et al., 2012a) and confidence is therefore low. 20 
 21 
2.7.5 Tropical Circulation 22 
 23 
This section assesses trends and variability in the strength of the Hadley and Walker circulations, the 24 
monsoons, and the width of the tropical belt. Observational evidence is based on radiosonde and reanalyses 25 
data (see Box 2.3). Additionally, the tropical circulation imprints on other fields that are observed from space 26 
(e.g., total ozone, outgoing long-wave radiation). Changes in the tropical circulation are constrained by 27 
changes in the water cycle (Held and Soden, 2006; Schneider et al., 2010).  28 
 29 
Changes in the monsoon systems are expressed in an altered circulation, moisture transport and convergence, 30 
and precipitation. Only few monsoon studies address circulation changes, while most work focuses on 31 
precipitation. AR4 found that rainfall in many monsoon systems exhibits decadal changes, but that data 32 
uncertainties restrict confidence in trends. SREX also attributed low confidence to observed trends in 33 
monsoons. The studies assessed here suggest a weakening of the East Asian summer monsoon (EASM), but 34 
only medium confidence is attributed to this trend, given the nature and quality of the evidence. 35 
 36 
Several studies report a weakening of the monsoon circulation as well as a decrease of total monsoon rainfall 37 
or of the number of precipitation days over the past 40–50 years (Liu et al., 2011; Tianjun et al., 2008, see 38 
also SREX). Strongest evidence for a weakening monsoon circulation concerns the East Asian monsoon. A 39 
decrease is found in winter and annual wind speeds over China at the surface and in the lower troposphere 40 
based on observations and sounding data (Guo et al., 2010; Jiang et al., 2010; Vautard et al., 2010; Xu et al., 41 
2010). The western Pacific subtropical high, which controls the water vapour supply for monsoon rainfall 42 
(Zhou and Yu, 2005), has extended westward and thus prevents the northward penetration of water vapour 43 
transport. In the upper level, the South Asian High has experienced a zonal expansion (Gong and Ho, 2002; 44 
Zhou et al., 2009b). The pronounced weakening tendency of the EASM in recent decades is unprecedented 45 
in the 20th Century (Zhou et al., 2009a). However, trends derived from wind observations as well as 46 
circulation trends from reanalysis data (see Box. 2.3) carry large uncertainties (see also Figure 2.37). 47 
 48 
In AR4, large interannual variability of the Hadley and Walker circulation was highlighted, as well as the 49 
difficulty in addressing changes in these features in the light of discrepancies between data sets. The 50 
additional data sets that became available since AR4 confirm this view. The strengths of the northern Hadley 51 
circulation (Figure 2.38) in boreal winter and of the Pacific Walker circulation in boreal fall and winter are 52 
largely related to the El Niño/Southern Oscillation (see Box 2.5). This association dominates interannual 53 
variability and affects trends. Data sets disagree with respect to trends in the Hadley circulation (Figure 54 
2.38). Two widely used reanalysis data sets, NNR and ERA-40, both have demonstrated shortcomings with 55 
respect to tropical circulation; hence their increases in the Hadley circulation strength since the 1970s might 56 
be artificial (Hu et al., 2011; Mitas and Clement, 2005; Song and Zhang, 2007; Stachnik and Schumacher, 57 
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2011). Additional reanalysis data sets (Bronnimann et al., 2009; Nguyen et al., 2012) as well as satellite 1 
humidity data (Sohn and Park, 2010) also suggest a strengthening from the mid 1970s to present, but the 2 
magnitude is strongly data set dependent. The confidence in trends in the strength of the Hadley circulation is 3 
therefore low.  4 
 5 
[INSERT FIGURE 2.38 HERE] 6 
Figure 2.38: Top: Indices of the strength of the northern Hadley circulation in December to March (Ψmax is the 7 
maximum of the meridional mass stream function at 500 hPa between the equator and 40°N, updated from 8 
Broennimann et al. (2009)). Bottom: Indices of the strength of the Pacific Walker circulation in September to January 9 
(Δω is the difference in the vertical velocity between [10°S to 10°N, 180°W to 100°W] and [10°S to 10°N, 100°E to 10 
150°E] as in Oort and Yienger (1996), updated from Broennimann et al. (2009)), Δc is the difference in cloud cover 11 
between [6°N–12°S, 165°E–149°W] and [18°N–6°N, 165°E–149°W] as in Deser et al. (2010b), vE is the effective wind 12 
index, updated from Sohn and Park (2010), u is the zonal wind at 10 m averaged in the region [10°S–10°N, 160°E–13 
160°W], ΔSLP is the SLP difference between [5°S–5°N, 160°W–80°W] and [5°S–5°N, 80°E–160°E] as in Vecchi et al. 14 
(2006)). Time series based on ICOADS data are only shown from 1957 to 2009. All reanalysis data sets listed in Box 15 
2.3 are used, if available until March 2012, except for the zonal wind at 10 m (20CR, ERA-Interim, ERA-40, NCEP2). 16 
Where more than one time series was available, anomalies from the 1979/1980 to 2001/2002 mean values of each series 17 
are shown.  18 
 19 
Consistent changes in different observed variables suggest a weakening of the Pacific Walker circulation 20 
during much of the 20th Century that has been largely offset by a recent strengthening. A weakening is 21 
indicated by trends in the zonal SLP gradient across the equatorial Pacific (see also Sect. 2.7.1, Table 2.12) 22 
from 1861 to 1992 (Vecchi et al., 2006), or from 1901 to 2004 (Power and Kociuba, 2011b). Boreal spring 23 
and summer contribute most strongly to the centennial trend (Karnauskas et al., 2009); see also Nicholls 24 
(2008), as well as to the trend in the second half of the 20th Century (Tokinaga et al., 2012). For boreal fall 25 
and winter (Figure 2.39), no trend is found in the Pacific Walker circulation based on the vertical velocity at 26 
500 hPa from reanalyses (Compo et al., 2011), equatorial Pacific 10 m zonal winds (Figure 2.39), or SLP in 27 
Darwin (Nicholls, 2008). However, as for the Hadley circulation, there are inconsistencies between ERA-40 28 
and NNR (Chen et al., 2008). Deser et al. (2010b), based on marine air temperature and cloud cover over the 29 
Pacific, find a weakening of the Walker circulation during most of the 20th Century to be consistent with 30 
observations (see also Yu and Zwiers, 2010). Tokinaga et al. (2012) find robust evidence for a weakening of 31 
the Walker circulation (most notably over the Indian Ocean) from 1960 to 2008 based on observations of 32 
cloud cover, surface wind, and SLP. Since the 1980s or 1990s, however, trends in the Pacific Walker 33 
circulation have reversed (Figure 2.39). This is evident from changes in SLP (see equatorial SOI trends in 34 
Table 2.8, Box 2.5, Figure 1 and Appendix 2.A), vertical velocity (Compo et al., 2011), water vapour flux 35 
from satellite and reanalysis data (Sohn and Park, 2010), or sea level height (Merrifield, 2011).  36 
 37 
Observed changes in several atmospheric parameters suggest that the width of the tropical belt has increased 38 
at least since 1979 (Forster et al., 2011; Hu et al., 2011; Seidel et al., 2008). Since AR4, wind, temperature, 39 
radiation, and ozone information from radiosondes, satellites, and reanalyses had been used to diagnose the 40 
tropical belt width and estimate their trends. Annual mean time series of the tropical belt width from various 41 
sources are shown in Figure 2.39. 42 
 43 
[INSERT FIGURE 2.39 HERE] 44 
Figure 2.39: Annually averaged tropical belt width (top) and tropical edge latitudes in each hemisphere (middle and 45 
bottom). The tropopause, Hadley cell, and jet stream metrics are based on reanalyses (see Box 2.3); outgoing longwave 46 
radiation and ozone metrics are based on satellite measurements. The ozone metric refers to equivalent latitude 47 
(Hudson, 2011; Hudson et al., 2006). Adapted and updated from Seidel et al. (2008) using data presented in Davis and 48 
Rosenlof (2011) and (Hudson, 2011; Hudson et al., 2006). Where multiple datasets are available for a particular metric, 49 
all are shown as light solid lines, with shading showing their range and a heavy solid line showing their median.  50 
 51 
Since 1979 the region of low column ozone values typical of the tropics has expanded in the NH (Hudson, 52 
2011; Hudson et al., 2006). Based on radiosonde observations and reanalyses, the region of the high tropical 53 
tropopause has expanded since 1979, and possibly since 1960 (Birner, 2010; Lucas et al., 2012; Seidel and 54 
Randel, 2007), although widening estimates from different reanalyses and using different methodologies 55 
show a range of magnitudes (Birner, 2010; Seidel and Randel, 2007).  56 
 57 
Several lines of evidence indicate that climate features at the edges of the Hadley cell have also moved 58 
poleward since 1979. Subtropical jet metrics from reanalysis zonal winds (Archer and Caldeira, 2008a; 59 
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Archer and Caldeira, 2008b; Strong and Davis, 2007; Strong and Davis, 2008a) and layer-average satellite 1 
temperatures (Fu et al., 2006; Fu and Lin, 2011) also indicate widening, although 1979–2009 wind-based 2 
trends (Davis and Rosenlof, 2011) are not statistically significant. Changes in subtropical outgoing longwave 3 
radiation, a surrogate for high cloud, also suggest widening (Hu and Fu, 2007), but the methodology and 4 
results are disputed (Davis and Rosenlof, 2011). Precipitation patterns and subtropical high-pressure regions 5 
also indicate widening (Davis and Rosenlof, 2011; Hu and Fu, 2007; Hu et al., 2011; Kang et al., 2011; Zhou 6 
et al., 2011) 7 
 8 
The qualitative consistency of these observed changes in independent data sets suggests a widening of the 9 
tropical belt between at least 1979 and 2005 (Seidel et al., 2008), and possibly longer. Widening estimates 10 
range between around 0° and 3° latitude per decade, and their uncertainties have been only partially explored 11 
(Birner, 2010; Davis and Rosenlof, 2011).  12 
 13 
2.7.6 Jets, Storm Tracks and Weather Types 14 
 15 
2.7.6.1 Midlatitude and Subtropical Jets 16 
 17 
Subtropical and midlatitude jet streams are three-dimensional entities that vary meridionally and vertically. 18 
Jet stream winds can be determined from radiosonde measurements of GPH using quasi-geostrophic flow 19 
assumptions. Using reanalysis data sets, it is possible to track 3-dimensional jet variations by identifying a 20 
surface of maximum wind (SMW), although a high vertical resolution is required for identification of jets. 21 
 22 
AR4 found a poleward displacement of Atlantic and southern polar front jet streams from the 1960s to at 23 
least the mid-1990s. Studies since AR4 confirm that in the Northern Hemisphere, the jet core has been 24 
migrating towards the pole since the 1970s, but trends in the jet speed are uncertain.  25 
 26 
In NH summer, subtropical jets have significantly lowered in altitude over most of the tropics and subtropics 27 
from 1958 to 2004, particularly in the Eastern Hemisphere (Strong and Davis, 2006). Similar long-term 28 
trends in the SMW are not evident in boreal winter, where interannual jet variability is linked to monthly 29 
variations in the Arctic Oscillation or ENSO (Strong and Davis, 2008b). 30 
 31 
Various analyses from different reanalysis data sets indicate that the jet streams (midlatitude and subtropical) 32 
have been moving poleward in most regions (in both hemispheres) over the last three decades (Archer and 33 
Caldeira, 2008b; Fu et al., 2009b; Fu et al., 2006; Strong and Davis, 2007). There is inconsistency with 34 
respect to speed trends based upon whether one uses an SMW-based or isobaric-based approach (Archer and 35 
Caldeira, 2008a; Archer and Caldeira, 2008b; Strong and Davis, 2007; Strong and Davis, 2008a). In general, 36 
jets have become more common (and jet speeds have increased) over Canada, the North Atlantic, and Europe 37 
(Barton and Ellis, 2009; Strong and Davis, 2007), trends that are coupled with regional increases in GPH 38 
gradients and circumpolar vortex contraction (Angell, 2006; Frauenfeld and Davis, 2003). From a climate 39 
dynamics perspective, these trends are driven by regional patterns of tropospheric and lower stratospheric 40 
warming or cooling and thus are coupled to large-scale circulation variability.  41 
 42 
2.7.6.2 Storm Tracks and Frequency of Cyclones 43 
 44 
Storm tracks are regions of enhanced synoptic activity due to the passage of cyclones. The main storm tracks 45 
stretch across the North Pacific, North Atlantic and Southern Oceans. They are defined by applying band 46 
pass filtering or cyclone tracking to daily or sub-daily SLP data (station data, gridded data, or reanalyses) or 47 
to upper level fields from reanalyses. Trends have been shown to be sensitive to the method (Raible et al., 48 
2008). 49 
 50 
In AR4 changes in storm tracks were assessed. A poleward shift of the northern hemispheric storm tracks 51 
was found. However, it was also noted that uncertainties are large and that NNR and ERA-40 disagree in 52 
important aspects. SREX also found a poleward shift of NH and SH storm tracks. Additional studies 53 
assessed here further support the poleward shift in the North Atlantic from the 1950s to the early 2000s.  54 
 55 
For the North Atlantic, studies based on ERA40 (Schneidereit et al., 2007), SLP measurements from ships 56 
(Chang, 2007b), sea level time series (Vilibic and Sepic, 2010), and cloud analyses (Bender et al., 2012) 57 
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support a poleward shift and intensification of the cyclone tracks from the 1950s to the early 2000s, with 1 
more wintertime high-latitude cyclones (see also Cornes and Jones, 2011b; Sorteberg and Walsh, 2008) but 2 
fewer at mid-latitudes. This is consistent with changes in the NAO to which the Atlantic storm track is 3 
associated (Schneidereit et al., 2007). However, storminess derived from SLP station triangles in Europe 4 
from the 1870s to 2005 shows large decadal variations (Matulla et al., 2008; Wang et al., 2009c), and surface 5 
wind trends (see Figure 2.37) suggest an equatorward shift of the storm track over the 1988-2010 period. 6 
Storminess and extreme winds are further discussed in Section 2.6. 7 
 8 
For the Pacific storm track, uncertainties are large, as studies based on reanalysis data and on SLP 9 
observations differ (Chang, 2007a). Knapp and Soule (2007) used station observations over the period 1900-10 
2004 to infer that summertime major midlatitude cyclones over the Northern Rockies have become less 11 
frequent and occur later in the season, due to more frequent mid-tropospheric ridging upstream from the 12 
Northern Rockies.  13 
 14 
Poleward shifts of the SH storm track and changes in storminess have been reported based on reanalysis data 15 
(e.g., Frederiksen and Frederiksen, 2007). Although a decrease in storminess in south eastern Australia based 16 
on records of SLP from 1865 to 2009 is consistent with this shift (Alexander and Power, 2009; Alexander et 17 
al., 2011), most work is based on reanalysis data which are of insufficient quality for analysing the SH storm 18 
tracks (see alsoTrenberth et al., 2005; Wang et al., 2006b).  19 
 20 
2.7.6.3 Weather Types and Blocking 21 
 22 
Changes in climate are associated with changes in weather. Changes in the frequency of weather types are of 23 
interest since weather extremes are often associated with specific weather types. For instance, persistent 24 
blocking of the westerly flow was essential in the development the 2010 heat wave in Russia (Dole et al., 25 
2011) (see also Sections 9.5.2.2. and 14.2.11.). Synoptic classifications or statistical clustering (Philipp et al., 26 
2007) are commonly used to classify the weather on a given day. Feature-based methods are also used 27 
(Croci-Maspoli et al., 2007b). All these methods require daily SLP or upper-level fields. 28 
 29 
In AR4, weather types were not assessed as such, but an increase in blocking frequency in the Western 30 
Pacific and a decrease in North Atlantic were noted. Trends in synoptic weather types have been best 31 
analysed for Central Europe since the mid 20th Century, where several studies describe an increase in 32 
westerly or cyclonic weather types in winter but an increase of anticyclonic, drought-conducive weather 33 
types in summer (Philipp et al., 2007; Trnka et al., 2009; Werner et al., 2008). Using a feature-based 34 
approach, Croci-Maspoli et al. (2007b) found negative trends of blocking in winter over Greenland and in 35 
spring over the North Pacific during the period 1957–2001 (see also Kreienkamp et al., 2010). Long-lasting 36 
blocking is closely associated with modes of climate variability such as the NAO or the PNA (Croci-Maspoli 37 
et al., 2007a), which are discussed in Section 2.7.9. Häkkinen et al. (2011) found a relation between the 38 
frequency of wintertime blocking between Greenland and Western Europe and a warmer, more saline 39 
subpolar North Atlantic on decadal scales. For the Southern Hemisphere, Dong et al. (2008) found a 40 
decrease in number but increase in intensity of blocking days over the period 1948 to 1999. 41 
 42 
2.7.7 Stratospheric Circulation 43 
 44 
The stratosphere is coupled with the troposphere through fluxes of radiation, momentum, and mass. The 45 
most important characteristics of stratospheric circulation for climate and for trace gas distribution are the 46 
winter polar vortices and Sudden Stratospheric Warmings (rapid warmings of the middle stratosphere 47 
accompanied by a collapse of the Polar Vortex), the Quasi-Biennial Oscillation (an oscillation of equatorial 48 
zonal winds with a downward phase propagation), and the Brewer-Dobson circulation (BDC, the meridional 49 
overturning circulation transporting air upward in the tropics, poleward to the winter hemisphere, and 50 
downward at subpolar latitudes). Radiosonde observations, reanalysis data sets, and space-borne temperature 51 
or trace gas observations are used to address changes in the stratospheric circulation (see also Chapter 10), 52 
but all of these sources of information carry large trend uncertainties. 53 
 54 
Changes in the polar vortices have been assessed in AR4. A significant decrease in lower-stratospheric GPH 55 
in summer over Antarctica since 1969 was found, whereas trends in the Northern Polar Vortex were 56 
considered uncertain due to its large variability. This assessment was further corroborated in Forster et al. 57 
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(2011) and in updated 100 hPa GPH trends from ERA-Interim reanalysis (see Appendix 2.A). There is high 1 
confidence that the Antarctic polar vortex has deepened at least since 1979. Cohen et al. (2009) reported an 2 
increase in the number of Arctic sudden stratospheric warmings during the last two decades. However, 3 
interannual variability in the Arctic Polar Vortex is large, uncertainties in the data products are high 4 
(Tegtmeier et al., 2008), and trends depend strongly on the time period analysed (Langematz and Kunze 5 
(2008).  6 
 7 
The BDC is only indirectly observable via wave activity diagnostics (which represent the main driving 8 
mechanism of the BDC), via temperatures or via the distribution of trace gases, which may allow the 9 
determination of the ‘age of air’ (i.e., the time an air parcel has resided in the stratosphere after its entry from 10 
the troposphere). All of these methods are subject to considerable uncertainties, and they might shed light 11 
only on some aspects of the BDC. Confidence in trends in the BDC is therefore low. Randel et al. (2006), 12 
found a sudden decrease in lower stratospheric water vapour and ozone around 2001 that is consistent with 13 
an increase in the mean tropical upwelling, i.e., the tropical branch of the BDC (see also Lanzante, 2009; 14 
Rosenlof and Reid, 2008). On the other hand, Engel et al. (2009) found no statistically significant change in 15 
the age of air in the 24-35 km layer over the Northern Hemisphere from measurements of chemically inert 16 
trace gases from 1975–2005. However, this does not rule out trends in the lower stratospheric branch of the 17 
BDC (Bonisch et al., 2009; Ray et al., 2010).  18 
 19 
[START BOX 2.5 HERE] 20 
 21 
Box 2.5: Patterns and Indices of Climate Variability 22 
 23 
Much of the spatial structure of climate variability can be described as a combination of ‘preferred’ patterns. 24 
The most prominent of these are known as modes of climate variability and impact weather and climate on 25 
many spatial and temporal scales (see Chapter 14). Individual climate modes historically have been 26 
identified through spatial teleconnections: correlations between regional climate variations at widely-27 
separated, geographically-fixed spatial locations. An index describing temporal variations of the climate 28 
mode in question can be formed, e.g., by subtracting climate anomalies calculated from meteorological 29 
records at stations exhibiting the strongest anticorrelation (or adding stations with the positive correlations). 30 
By regressing climate records from other places on this index, one derives a spatial climate pattern 31 
characterizing this mode. Patterns of climate variability have also been derived using a variety of 32 
mathematical techniques such as principle component analysis (PCA). These patterns and their indices are 33 
useful both because they efficiently describe climate variability in terms of a few patterns and also because 34 
these patterns can provide clues about how the variablility is sustained (see Chapter 14, Box 14.1 for formal 35 
definitions of these terms). 36 
 37 
Box 2.5, Table 1 lists some prominent modes of large-scale climate variability and indices used for defining 38 
them; changes in these indices are associated with large-scale climate variations on interannual and longer 39 
time scales. With some exceptions, indices shown have been (1) used by a variety of authors, (2) are defined 40 
relatively simply from raw or statistically analyzed observations of a single climate variable, which (3) has a 41 
history of surface observations, so that for most of these indices at least a century-long record is available for 42 
climate research. 43 
 44 
[INSERT BOX 2.5, TABLE 1 HERE] 45 
Box 2.5, Table 1: Established indices of climate variability with global or regional influence. Columns are: (1) name of 46 
a climate phenomenon, (2) name of the index, (3) index definition, (4) primary references, (5) comments, including 47 
when available, characterization of the index or its spatial pattern as a dominant variability mode. 48 
 49 
Box 2.5, Figure 1 illustrates climate modes listed in Box 2.5, Table 1 by showing temporal variability of 50 
their indices. Most climate modes are illustrated by several indices, which often behave similarly to each 51 
other. Spatial patterns of sea surface temperature (SST) or mean sea level pressure (MSLP) associated with 52 
these climate modes are illustrated in Box 2.5, Figure 2. They can be interpreted as a change in the SST or 53 
MSLP field associated with one standard deviation change in the index. 54 
 55 
[INSERT BOX 2.5, FIGURE 1 HERE] 56 
Box 2.5, Figure 1: Some indices of climate variability, as defined in Table 1. Where ‘HadISST1’, ‘HadSLP2r’, or ‘20C 57 
RA’ are indicated, the indices were computed from the SST or MSLP values of the former two data sets or from 500 or 58 
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850 hPa geopotential height fields from the 20th Century Reanalysis, version 2. A data set reference given in the title of 1 
each panel applies to all indices shown in that panel. ‘CPC’ indicates an index timeseries publicly available from the 2 
NOAA Climate Prediction Center. Where no data set is specified, a publicly available regularly updated version of an 3 
index from the authors of a primary reference given in Table 1 was used. (Citations are given in panel legends only 4 
when needed for unambiguous identification of a particular index definition from Table 1; their presence or absence 5 
does not mean that the index values obtained from the authors were or were not used here). All indices are shown as 12-6 
month running means (r.m.) except when the temporal resolution is explicitly indicated (e.g., ‘DJFM’ for December-to-7 
March averages) or smoothing level (e.g., 11-year LPF for a low-pass filter with half-power at 11 years).  8 
 9 
[INSERT BOX 2.5, FIGURE 2 HERE] 10 
Box 2.5, Figure 2: Spatial patterns of climate modes listed in Table 1. All patterns shown here are obtained by 11 
regression of either SST or MSLP fields on the standardized index of a climate mode. For each climate mode one of the 12 
indices shown in Figure 1 was used. SST and MSLP fields are from HadISST1 and HadSLP2r data sets (interpolated 13 
gridded products based on data sets of historical observations). All SST-based patterns are results of monthly 14 
regressions for the 1870–2010 period except for the PDO regression pattern, which was computed for 1900–2010. The 15 
MSLP-based patterns of NAO and PNA are regression coefficients of the DJFM means; PSA1 and PSA2 patterns are 16 
regressions of seasonal means; SAM pattern is from a monthly regression. All SLP-based patterns are results of the 17 
1948–2010 regression, except for the PDO regression pattern which is from 1876–2010 regression. For each pattern the 18 
time series was linearly de-trended over the regression interval. All patterns are shown by color plots, except for PSA2, 19 
which is shown by white contours over the PSA1 color plot (contour steps are 0.5 hPa, zero contour is skipped, negative 20 
values are indicated by dash).  21 
 22 
The difficulty of identifying a universally ‘best’ index for any particular climate mode is due to the fact that 23 
no simply defined indicator can achieve a perfect separation of the target phenomenon from all other effects 24 
occurring in the climate system. As a result, each index is affected by many climate phenomena whose 25 
relative contributions may change with the time period and the data set used. Limited length and quality of 26 
the observational record further compound this problem. Thus the choice of index is always application-27 
specific.  28 
 29 
[END BOX 2.5 HERE] 30 
 31 
2.7.8 Changes in Indices of Climate Variability 32 
 33 
Indices are used to measure the strength of modes of climate variability and to summarize large fractions of 34 
spatio-temporal variability using a single time series. Trends in indices are affected by the fact that records 35 
are relatively short, prone to error, and indices are subject to natural multidecadal variability. Moreover, 36 
some indices explicitly include a detrending of the entire record (e.g., Deser et al., 2010a). 37 
 38 
Table 2.12 summarizes observed changes in some well-known indices of climate variability. Confidence 39 
intervals that do not cover zero indicate trend significance at 10%; however, the trends significant at 5% and 40 
1% level are identified too and are discussed in particular here. Please refer to Chapter 14 for the discussion 41 
of main features and physical meaning of individual climate modes. 42 
 43 
AR4 assessed patterns of atmospheric circulation variability in detail. Multidecadal variability was found in 44 
patterns referring to Pacific and Atlantic SSTs. The NAO and SAM were found to exhibit increasing trends 45 
(strengthened midlatitude westerlies) from the 1960s to 1990s, but the NAO has returned to its long-term 46 
mean state since then. After returning to its normal state in the last decade, the NAO index reached very low 47 
values in the winter of 2009/2010 (Osborn, 2011) and was below normal in the winter of 2010/2011 as well. 48 
As a result, with the exception of the PC-based NAO index, which still shows a 5%-significant positive trend 49 
from 1951 to present, other NAO or NAM indices do not show significant trends of either sign for the 50 
periods presented in Table 2.12. In contrast, the SAM has resumed its upward trend that was noted in AR4, 51 
peaking in a record high SAM index in austral winter 2010. Fogt et al. (2009) found a positive trend in the 52 
SAM index from 1957 to 2005, Visbeck (2009), in a station-based index, found an increase in recent decades 53 
(1970s to 2000s). The PC-based AAO index presented in Table 2.12 shows an increasing trend in the last 60 54 
and 110 years with 1% level of significance. 55 
 56 
The observed detrended multidecadal SST anomaly averaged over the North Atlantic Ocean area is often 57 
called Atlantic Multidecadal Oscillation Index (AMO, see Box 2.5, Table 1, Figure 1). The warming trend in 58 
the “revised” AMO index since 1979 is significant at 1% level (Table 2.12). 59 
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 1 
PDO, IPO, and NPI indices also show significant changes (positive for NPI and negative for PDO and IPO) 2 
since the 1980s that are consistent with the surface pressure changes discussed in Section 2.7.1. This change, 3 
and the teleconnection between the Equator and midlatitudes, is consistent with reversing trends in the 4 
Walker Circulation (Section 2.7.5), which was reported to have slowed down during much of the 20th 5 
Century but since the 1990s has sped up again. Since the beginning of the 20th Century, equatorial SOI does 6 
not show significant long-term trends, but has changed rapidly in the last 20 years (Table 2.12). 7 
 8 
Bunge and Clarke (2009) found an increase in the NINO3.4 index since about the 1870s. NINO3.4 shows a 9 
century-scale warming trend significant at 5% level, if computed from the ERSSTv3b data set (see Section 10 
2.2.2) but not if calculated from other data sets (Table 2.12). Furthermore, the sign (and significance) of the 11 
trend in east-west SST gradient across the Pacific remains ambiguous as well (Bunge and Clarke, 2009; 12 
Deser et al., 2010b; Karnauskas et al., 2009; Vecchi and Soden, 2007). 13 
 14 
 15 
Table 2.12: Trends (standard deviation/decade) for selected indices listed in Box 2.5, Table 1. Except where DJFM 16 
averaging is noted, results are for the calendar year averages and are presented with their 5% to 95% confidence 17 
intervals. Trend values significant at 5% or 1% levels are italicized or underlined respectively. Index records where the 18 
source is not explicitly indicated were computed from either HadISST1 (for SST-based indices), or HadSLP2r (for 19 
MSLP-based indices), or the 20th Century Reanalysis fields of 500 hPa or 850 hPa geopotential height. CoA stands for 20 
‘Centers of Action’ index definitions. Index standardization period is for 1948–2010 for Reanalysis-based indices, 21 
1876–2010 for Troup and Darwin SOIs, 1900–2010 for PDO and NAO indices, and 1870–2010 for all other indices. 22 
Standardization was done on DJFM means for NAO and PNA, seasonal anomalies for PSA1,2, and monthly anomalies 23 
for all other indices. 24 

Index Name 1901–2010 1951–2010 1979–2010 
(–1)*SOI Troup, BOM records 0.019 ± 0.039 0.040 ± 0.103 –0.209 ± 0.251 
SOI Darwin, BOM records 0.030 ± 0.037 0.095 ± 0.087 –0.100 ± 0.216 
(–1)*EQSOI 0.015 ± 0.049 –0.040 ± 0.137 –0.512 ± 0.321 
NINO34 0.001 ± 0.043 0.030 ± 0.109 –0.121 ± 0.304 
NINO34 (ERSSTv3b) 0.071 ± 0.045 0.070 ± 0.107 –0.046 ± 0.285 
NINO34 (COBE SST) 0.029 ± 0.042 0.026 ± 0.111 –0.114 ± 0.320 
NINO4 0.033 ± 0.055 0.095 ± 0.149 –0.030 ± 0.414 
EMI –0.051 ± 0.062 –0.096 ± 0.202 –0.046 ± 0.653 
TNI –0.025 ± 0.053 –0.094 ± 0.175 –0.126 ± 0.608 
PDO (Mantua et al., 1997) –0.006 ± 0.072 0.160 ± 0.180 –0.386 ± 0.308 
(–1)*NPI –0.023 ± 0.022 0.025 ± 0.045 –0.143 ± 0.117 
AMO revised –0.035 ± 0.115 –0.066 ± 0.362 0.802 ± 0.305 
NAO stations DJFM (Hurrell, 1995) –0.010 ± 0.065 0.146 ± 0.159 –0.160 ± 0.409 
NAO PC DJFM (Hurrell, 1995) 0.000 ± 0.063 0.198 ± 0.157 –0.099 ± 0.442 
NAM PC-based  0.081 ± 0.146 –0.094 ± 0.449 
AAO PC-based  0.192 ± 0.047 0.139 ± 0.127 
PNA DJFM, CoA  0.151 ± 0.116 –0.080 ± 0.316 
PSA CoA as in Karoly (1989)  –0.116 ± 0.058 –0.243 ± 0.157 
(–1)*PSA CoA as in Yuan and Li (2008)  –0.081 ± 0.052 –0.138 ± 0.156 
PSA1  0.019 ± 0.081 –0.091 ± 0.215 
PSA2  0.140 ± 0.072 0.200 ± 0.188 
ATL3 0.037 ± 0.044 0.141 ± 0.092 0.266 ± 0.205 
AONM 0.067 ± 0.053 0.154 ± 0.116 0.427 ± 0.241 
AMM 0.018 ± 0.059 –0.034 ± 0.159 0.295 ± 0.363 
IOBM 0.076 ± 0.054 0.331 ± 0.089 0.243 ± 0.229 
DMI 0.029 ± 0.033 0.068 ± 0.095 0.176 ± 0.236 
IODM –0.017 ± 0.035 –0.042 ± 0.100 –0.104 ± 0.226 
 25 
 26 
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In addition to changes in the mean values of climate indices, changes in the modes of variability themselves 1 
are also possible. In particular, attempts to identify changes in the character of ENSO variability have 2 
received much attention but have been unable to demonstrate robust changes. Starting from the work of 3 
Trenberth and Stepaniak (2001), who proposed to characterize the evolution of ENSO events with the Trans-4 
Niño Index (TNI), which is virtually uncorrelated with the standard ENSO index NINO3.4, other alternative 5 
ENSO indices have been introduced and proposals were made for classifying ENSO events according to the 6 
indices they primarily maximize. While a traditional, ‘canonical’ El Niño event type (Rasmusson and 7 
Carpenter, 1982) is viewed as the ‘eastern Pacific’ type, the alternative indices identify events that have 8 
central Pacific maxima and are called dateline El Niño (Larkin and Harrison, 2005), Modoki (Ashok et al., 9 
2007), or Central Pacific El Niño (Kao and Yu, 2009). Takahashi et al. (2011) have recently represented 10 
many of the old and new ENSO indices as elements in a two-dimensional linear space spanned by two 11 
classical ENSO indices that summarize eastern and central Pacific SST anomalies: NINO1+2 and NINO4 12 
(see Box 2.5, Table 1 for index definitions). None of Central and Western Pacific indices in Table 2.12 had 13 
shown trends even at 10% significance.  14 
 15 
Table 2.12 also lists a significant positive PNA trend over the last 60 years and negative and positive trends 16 
in the first and second PSA modes respectively, throughout the 20th Century. The level of significance of 17 
trends in the PSA1 mode clearly depends on the index definition. Remaining indices with significant trends 18 
in Table 2.12 are tropical Atlantic and Indian Ocean regional modes. The increasing trend in ATL3 and 19 
AONM indices that represent Atlantic ‘Niño’ mode is due to the east-intensified warming in the Tropical 20 
Atlantic that causes the the weakening of the Atlantic equatorial cold tongue: this trend over the last 60 years 21 
has been recently identified and interpreted by Tokinaga and Xie (2011b). The Indian Ocean Basin Mode has 22 
a strong 1%-significant warming trend since the middle of the 20th Century. This phenomenon is well-23 
known (Du and Xie, 2008) and its consequences for the regional climate is a subject of active research (Du et 24 
al., 2009; Xie et al., 2009). 25 
 26 
2.7.9 Synthesis  27 
 28 
New and improved data sets are available for addressing changes in the large-scale atmospheric circulation, 29 
but large variability on interannual to decadal time scales and remaining differences between data sets 30 
precludes robust conclusions on long-term changes in most cases. Some trend features that appeared from 31 
the 1950s or earlier to the 1990s (e.g., an increase in the NAO index or a weakening of the Pacific Walker 32 
circulation) have reversed in more recent periods so that confidence in long-term trends is low.  33 
 34 
A few robust changes over the past several decades have been identified that were also described in AR4. It 35 
is likely that, in a zonal mean sense, circulation features have moved poleward (widening of the tropical belt, 36 
poleward shift of storm tracks and jet streams) since the 1970s. Trends in these features are consistent with 37 
each other and are based on many different data sets, variables, and approaches. It is likely that the SAM 38 
index has become more positive (the midlatitude wind maximum has shifted poleward) since the 1950s and 39 
that the Antarctic polar vortex has strengthened at least since 1979. 40 
 41 
2.8 Consistency Across Observations 42 
 43 
Comparing trends and variability across (independently measured) climate variables can help assess whether 44 
the observed changes are consistent. If the estimated changes are consistent with each other, this can enhance 45 
confidence in the observations and the overall assessment of change (see also FAQ 2.1). Observed inter-46 
relationships among different variables described in this chapter include: 47 
 48 

• Widespread decadal changes in surface solar radiation (dimming until the 1980s and subsequent 49 
brightening) are in line with observed changes in a variety of other related variables, such as 50 
sunshine duration and hydrological quantities. These changes also appear to be consistent with 51 
increasing and decreasing aerosol loadings; 52 

 53 
• Globally averaged surface temperatures for land, sea surface and marine air all show significant 54 

warming trends, as do tropospheric observations from radiosondes and satellites;  55 
 56 
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• Changes in extremes of temperature are consistent with warming, showing decreases in cold 1 
extremes and increases in warm extremes; 2 

 3 
• Land-based precipitation observations since 1900 are consistent with the most recent and 4 

comprehensive analyses of streamflow, in that, globally, neither show significant trends during the 5 
20th Century; 6 

 7 
• Over land, a strong negative correlation is observed between precipitation and surface temperature 8 

in summer and at low latitudes throughout the year, and areas that have become wetter, such as the 9 
eastern USA and Argentina, have not warmed as much as other land areas; 10 

 11 
• Surface specific humidity has generally increased in close association with higher temperatures 12 

over both land and ocean. Upper-tropospheric water vapour has also increased and in turn, 13 
widespread observed increases in the fraction of heavy precipitation events (e.g., 95th percentile) 14 
are consistent with the increased water vapour amounts; 15 

 16 
• Increasing zonal flow observed in the NH in the second half of the 20th Century brought milder 17 

maritime air into Europe and much of high-latitude Asia from the North Atlantic in winter, 18 
enhancing warming there. In recent decades, these trends have been largely offset and warming has 19 
slowed in these regions. 20 

21 
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Appendix 2.A: Supplementary Material 1 
 2 
2.A.1 Introduction 3 
 4 
2.A.2 Changes in Atmospheric Composition 5 
 6 
2.A.2.1 Long-Lived Greenhouse Gases 7 
Appendix Table 2.A.1 contains the full list of species compiled for Chapter 8 to use for radiative forcing 8 
calculations. Following are discussions of additional species not discussed in Section 2.2.1 of the main text. 9 
 10 
HFCs: 11 
New measurements of several HFCs have been reported since AR4: HFC-365mfc (Stemmler et al., 2007), 12 
HFC-245fa (Vollmer et al., 2006), HFC-227ea (Laube et al., 2010), and HFC-236fa (Vollmer et al., 2011). 13 
Observation-based estimates of emissions show a mix of poor to good agreement with bottom-up inventories 14 
(Vollmer et al., 2011). Atmospheric abundances of these 4 minor HFCs were <2 ppt in 2011, but their 15 
atmospheric burdens are increasing rapidly, with relative increases >8% yr-1.  16 
 17 
PFCs: 18 
Atmospheric measurements of high molecular weight PFCs have also been reported, including fully fluorine-19 
substituted alkanes (C3-C8) (Ivy et al., 2012; Saito et al., 2010); and octafluorocyclobutane (c-C4F8) (Oram et 20 
al., 2012; Saito et al., 2010). All are currently <2 ppt, except when pollution events are observed at the air 21 
sampling sites. 22 
 23 
NF3 and SO2F2: 24 
Since AR4, atmospheric observations of two new species that are not covered by the Kyoto Protocol were 25 
reported: NF3 and SO2F2. Prather and Hsu (2008) reported the potential importance of NF3 for radiative 26 
forcing. It is a substitute for PFCs as a plasma source in the semiconductor industry, has a lifetime of 500 27 
year, and a GWP100 = 17,500 (W MO, 2011) (GWPs are described in Chapter 8). Weiss et al. (2008) 28 
determined 0.45 ppt for its global annual mean mole fraction in 2008, growing from almost zero in 1978. In 29 
2011, NF3 was 0.60 ppt, increasing by 0.30 ppt since 2005. Initial bottom-up inventories underestimated its 30 
emissions; based on the atmospheric observations, NF3 emissions were 0.62 Gg in 2008. SO2F2 replaces 31 
CH3Br as a fumigant. Its GWP100 ≈ 4740, is comparable to CFC-11. A new estimate of its lifetime, 36 ± 11 32 
year (Muhle et al., 2009a), is significantly longer than previous estimates. Its global annual mean mole 33 
fraction in 2011 was 1.71 ppt and it increased by 0.36 ppt from 2005 to 2011. 34 
 35 
Halons: 36 
Atmospheric abundances of halons, except for halon-1301, have been decreasing. All have relatively small 37 
atmospheric abundances, ≤5 ppt, and are unlikely to accumulate to levels that can significantly affect 38 
radiative forcing either directly or indirectly through destruction of stratospheric O3, if current emission 39 
projections are followed (W MO, 2011). 40 
 41 
 42 
Table 2.A.1: Global annual mean mole fractions for LLGHGs for use in calculating radiative forcing in Chapter 8, 43 
indication if significant natural source exists, references to the data used to calculate global means, and summary of 44 
standard scales used.  45 

Species 
2011 Global Annual 
Mean (ppt)a 

Relative 
Diffb 

Data 
Sourcec 

Natural 
Source References Scale 

CO2 (ppm) 390.46 negligible 
NOAA 
SIO   

(Zhao and Tans, 2006);(Keeling et al., 
1976b) N07; 08A 

CH4 (ppb) 1803.15 negligible  Yes 
(Rigby et al., 2008);(Dlugokencky et 
al., 2005) TU; N04 

N2O (ppb) 324.15 0.1%  Yes (Prinn et al., 1990);(Hall et al., 2007) S98; N06A 
C2F6  4.16  AGAGE  (Muhle et al., 2010); S07 
C3F8  0.55  AGAGE  (Muhle et al., 2010); S07 

CCl4 85.7 -1.7%   
(Simmonds et al., 1998);(Thompson, 
2004)e S05; N08 
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CF4 79.0  AGAGE Yes (Muhle et al., 2010); S05 

CFC-11 237.7 -0.7%   
(Cunnold et al., 1997);(Thompson, 
2004)e S05; N92 

CFC-113 74.3 -0.1%   
(Fraser et al., 1996);(Miller et al., 
2008);(Thompson, 2004)e S05; N03 

CFC-115 8.37  AGAGE  (Miller et al., 2008) S05; N08 

CFC-12 528.4 0.4%   
(Cunnold et al., 1997);(Thompson, 
2004)e S05; N08 

CH2Cl2  25.9 -18.7%   (Thompson, 2004)e UB98 
CH3Br  7.11 1.7%  Yes (Thompson, 2004)e S05; N03 

CH3CCl3  6.31 -0.1%   
(Prinn et al., 2005);(Thompson, 
2004)e;(Montzka et al., 2011a) S05; N03 

CH3Cl  534.1 -1.6%  Yes (Miller et al., 2008; Thompson, 2004)e S98; N03 
CHCl3  7.41  AGAGEd Yes (Miller et al., 2008; Prinn et al., 2000) S05; N03 

H-1211 4.07 2.2%   
(Miller et al., 2008);(Thompson, 
2004)e S05; N06 

H-1301 3.23 2.8%   
(Miller et al., 2008);(Thompson, 
2004)e S05; N06 

H-2402 0.45  NOAA   (Butler et al., 1998) N92 

HCFC-141b 21.4 0.3%   

(O'Doherty et al., 2004);(Miller et al., 
2008);(Thompson, 2004);(Montzka et 
al., 2009) S05; N94 

HCFC-142b 21.1 1.9%   

(O'Doherty et al., 2004);(Miller et al., 
2008);(Thompson, 2004);(Montzka et 
al., 2009) S05; N94 

HCFC-22 213.0 0.4%   
(O'Doherty et al., 2004);(Miller et al., 
2008);(Montzka et al., 1993) S05; N06 

HFC-125 9.58  AGAGEd  (O'Doherty et al., 2009) UB98; N08 

HFC-134a 62.5 -0.3%   
(O'Doherty et al., 2004);(Miller et al., 
2008);(Montzka et al., 1996) S05; N00 

HFC-143a 12.0  AGAGEd  (Miller et al., 2008) S07; N08 

HFC-152a 6.42  AGAGE  
(Greally et al., 2007);(Miller et al., 
2008) S05 

HFC-227ea 0.65  AGAGEd  
(Laube et al., 2010);(Vollmer et al., 
2011) E05; N11 

HFC-23 24.0  AGAGEd  (Miller et al., 2010) S07; N08 
HFC-236fa 0.08  AGAGE  (Vollmer et al., 2011) E09 
HFC-245fa 1.24  AGAGE  (Vollmer et al., 2006) E05 
HFC-32 4.92  AGAGEd  (Miller et al., 2008) S07; N08 

HFC-365mfc 0.58  AGAGEd  
(Vollmer et al., 2011);(Stemmler et 
al., 2007) E03; N11 

SF6  7.28 -0.6%   (Rigby et al., 2010);(Hall et al., 2011) S05; N06 
SO2F2  1.71  AGAGE  (Muhle et al., 2009b) S07 
NF3  0.6  AGAGE  (Weiss et al., 2008) Sp 
Notes:  1 
(a) Global surface annual mean dry-air mole fraction.  2 
(b) Relative difference between AGAGE and NOAA 2011 global annual mean values (AGAGE – NOAA)/average). 3 
(c) Source of data. Blank space indicated NOAA + AGAGE.  4 
(d) Value listed from AGAGE data only, but NOAA maintains a scale and has unpublished data.  5 
(e) Updated information about NOAA standard scales available at: 6 
http://www.esrl.noaa.gov/gmd/ccl/summary_table.html. Scale: Standard gas scales used to calibrate instrument 7 
response. AGAGE/SIO: TU = Tohoku University CH4 scale; SXX = Scripps Institution of Oceanography (SIO) trace 8 
gas scale developed in year [XX] (e.g., S98 = SIO-98); Sp = SIO-provisional; UB98 = Bristol University scale 9 
developed in 1998; EXX = Empa-20XX; E09 = Empa-2009-p (provisional); 08A = Scripps Institution of Oceanography 10 
08A CO2 standard scale. NOAA: NXX = NOAA scale developed in year [XX].  11 
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 1 
 2 
2.A.2.2 Short-Lived Greenhouse Gases 3 
 4 
 5 
Table 2.A.2: Overview of O3 trends reported in the literature, using data sets with at least 10 years of measurements.  6 

Measurement Region Site or Seasonal 
Information 

Trend 
(ppb yr–1 or % yr–1)a 

Period Reference Remarks 

Europe      
Alpine high elevation 
surface sites, 3.0 – 3.6 
km above sea level 

A composite of 
Zugspitze, 
Jungfraujoch and 
Sonnblick 

0.87 ± 0.13  
0.33 ± 0.10  
-0.16 ± 0.14  

1978-1989 
1990-1999 
2000-2009 

(Logan et 
al., 2012) 

Unfiltered data, although data 
from Jan.-May, 1982 at 
Zugspitze were dropped. 
Quadratic fit to seasonal time 
series for 1978-2009. 

Surface, rural central 
Europe 

Hohenpeissenberg 0.46 ± 0.11 (winter) 
0.39 ± 0.13 (spring) 
0.35 ± 0.19 
(summer) 
0.19 ± 0.10 
(autumn) 

1971-2000 (Parrish et 
al., 2012) 

Filtered to remove very local 
contamination. Linear 
regression of seasonal averages 
through 2000, after which 
ozone began to decrease (2000-
2010). 

Surface, west coast of 
Ireland 

Mace Head 0.88 ± 0.31 (winter) 
0.72 ± 0.34 (spring) 
0.35 ± 0.30 
(summer) 
0.38 ± 0.37 
(autumn) 

1989-2000 (Parrish et 
al., 2012) 

Filtered to represent baseline 
transport conditions. Linear 
regression of seasonal averages 
through 2000, after which 
ozone has levelled off or begun 
to decrease (2000-2010). 

Surface, rural northern 
German coast 

Arkona-Zingst 0.26 ± 0.05 (winter) 
0.43 ± 0.06 (spring) 
0.36 ± 0.07 
(summer) 
0.20 ± 0.04 
(autumn) 

1956-2010 (Parrish et 
al., 2012) 

Unfiltered data. Linear 
regression of seasonal 
averages. Trends based on 
1956-2000 are similar to 1956-
2010. 

Surface, alpine valley Arosa 0.53 ± 0.08 (winter) 
0.57 ± 0.08 (spring) 
0.55 ± 0.08 
(summer) 
0.46 ± 0.07 
(autumn) 

1950-2000 (Parrish et 
al., 2012) 

Unfiltered data. Linear 
regression of seasonal averages 
through 2000, after which 
ozone began to decrease (2000-
2010). No measurements were 
made from the late 1950s 
through 1988. 

Surface, rural elevated 
site in south eastern 
Europe 

Kislovodsk High 
Mountain Station 

-0.48 ± 0.13 
(winter) 
-0.69 ± 0.14 
(spring) 
-0.80 
±0.14(summer) 
-0.48 ±0.20 
(autumn) 

1991-2006 (Tarasova 
et al., 
2009) 

Unfiltered data. Linear 
regression of seasonal 
averages.  

Arctic Europe mid-
troposphere, 500 hPa 

Composite of 
ozonesondes from 
Ny Alesund, 
Scoresbysund 
and Sodankyla 

0.36 ± 0.23 1990-2006 (Hess and 
Zbinden, 
2011) 

Unfiltered data. Linear 
regression of 12-month running 
mean of monthly ozone 
deviations.  

Central Europe lower 
free troposphere, 2.6-
3.8 km above sea level 

MOZAIC  
MOZAIC  
Hohenpeissenberg 
Payerne 

0.15 ± 0.15  
-0.21 ± 0.20  
-0.20 ± 0.16  
-0.25 ± 0.17  

1995-2008 
1998-2008 
1998-2008 
1998-2008 

(Logan et 
al., 2012) 

Unfiltered data, see box above. 
Trends at alpine sites for 1998-
2008 show similar rates. 

Central Europe mid- 
free troposphere, 5-6.1 
km above sea level 

MOZAIC 
MOZAIC 
Hohenpeissenberg 

0.33 ± 0.21  
-0.08 ± 0.30 
-0.1 ± 0.17  

1995-2008 
1998-2008 
1998-2008 

(Logan et 
al., 2012) 

Unfiltered data. Linear 
regression, with annual trend 
calculated from four seasonal 
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Payerne 
 

-0.43 ± 0.19  
 

1998-2008 trends; trends and annual cycle 
fit to monthly means. MOZAIC 
is a composite of aircraft flights 
to 5 European airports. Others 
are sonde stations. 

North America      
Eastern USA, rural 
surface sites 

Winter, 36 sites 
Spring, 40 sites 
Summer, 41 sites 

 0.12 (44%, 0%) 
-0.03 (5%, 8%) 
-0.45 (0%, 66%) 

1990-2010 (Cooper, 
2012) 

Mid-day data only. Linear 
regression of seasonal medians 
at a site. The reported trend is 
the average of the individual 
trends in the region. Values in 
parentheses indicate the percent 
of sites with statistically 
significant positive or negative 
trends, respectively. 

Western USA, rural 
surface sites 

Winter, 11 sites 
Spring, 12 sites 
Summer, 12 sites 

0.12 (36%, 0%) 
0.19 (50%, 0%) 
0.10 (17%, 8%) 

1990-2010 (Cooper, 
2012) 

See box above. 

USA west coast, 
marine boundary layer, 
composite of several 
sites  

Winter 
Spring 
Summer 
Autumn 

0.37 ± 0.14 
0.41 ± 0.11 
0.23 ± 0.11 
0.09 ± 0.11 

1985-2010 (Parrish et 
al., 2012) 

Filtered for baseline transport 
conditions. Linear regression of 
seasonal averages. 

High latitudes, surface Denali,  
central Alaska 

0.08  1987-2004 (Jaffe and 
Ray, 
2007) 

Mid-day data only. Annual 
trend from a linear regression 
of deseasonalized monthly 
mean concentrations.  

Arctic, surface Barrow, Alaska 0.04 ± 0.06  1974-2010 (analysis 
conducted 
for IPCC 
AR5) 

Unfiltered data. Linear 
regression of annual averages, 
using method of (Parrish et al., 
2012), and updated from the 
measurements in (Oltmans et 
al., 2006)  

Arctic, surface Alert, Nunavut, 
Canada 

0.87 ± 0.50 % yr-1 1992-2004 (Oltmans 
et al., 
2006) 

See box above. 

Western North 
America free 
troposphere (3-8 km) 

A springtime 
composite of lidar, 
ozonesonde and 
aircraft 
measurements. 

0.52 ± 0.20 
0.41 ± 0.27 

1984-2011 
1995-2011 

(Cooper, 
2012) 

Unfiltered data. Linear 
regression based on median 
values of all available 
measurements in the 3-8 km 
range during April-May. 

Eastern USA free 
troposphere, 500 hPa 

Annual composite 
of ozonesonde and 
MOZAIC profiles. 

0.24 ± 0.26  1995-2005 (Hess and 
Zbinden, 
2011) 

Unfiltered data. Linear 
regression of annually averaged 
values for years when both 
ozonesonde and MOZAIC 
profiles were available. 

Eastern Canada, Goose 
Bay ozonesonde 
profiles 

Surface – 850 hPa 
850-700 hPa 
700-500 hPa 
500-300 hPa 

-0.7 ± 0.4 % yr-1 
-0.8 ± 0.3 % yr-1 
-0.9 ± 0.2 % yr-1 
-0.5 ± 0.6 % yr-1 
 
 
 

1980-2004 (Oltmans 
et al., 
2006) 

Annual trend is determined 
from an autoregressive model 
that incorporates explanatory 
variables and a cubic 
polynomial fit. Reported values 
were read from their Figure 10. 

Central Canada, 
Churchill ozonesonde 
profiles 

Surface – 850 hPa 
850-700 hPa 
700-500 hPa 
500-300 hPa 

-0.2 ± 0.3 % yr-1 
-0.1 ± 0.3 % yr-1 
-0.1 ± 0.3 % yr-1 
0.3 ± 0.5 % yr-1 
 

1980-2004 (Oltmans 
et al., 
2006) 

See box above. 

Western Canada, 
Edmonton ozonesonde 

Surface – 850 hPa 
850-700 hPa 

0.3 ± 0.5 % yr-1 
0.4 ± 0.2 % yr-1 

1980-2004 (Oltmans 
et al., 

See box above. 
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profiles 700-500 hPa 
500-300 hPa 

0.2 ± 0.2 % yr-1 
0.0 ± 0.4 % yr-1 
 

2006) 

Asia      
Surface, Mt. Happo, 
Japan, 1.85 km above 
sea level 

Winter 
Spring 
Summer 
Autumn 

1.18 ± 0.27 
1.31 ± 0.28 
1.21 ± 0.41 
0.73 ± 0.32 

1991-2007 (Parrish et 
al., 2012) 

Unfiltered data. Linear 
regression of seasonal 
averages.  

Japanese marine 
boundary layer 

Winter 
Spring 
Summer 
Autumn 

0.29 ± 0.48 
0.62 ± 0.55 
0.59 ± 0.56 
0.52 ± 0.50 

1998-2009 (Parrish et 
al., 2012) 

Unfiltered data. Linear 
regression of seasonal 
averages.  

Beijing boundary layer Annual 
Summer 
afternoons 

~1 
~3  

1997-2004 (Ding et 
al., 2008) 

The rate of change was derived 
from a comparison of mean 
MOZAIC aircraft profiles 
during the periods 1995-1999 
and 2000-2005. 

Taiwan, surface, YangMing 
mountain site in 
north of the 
country. 

0.54 ± 0.21 (annual) 1994-2007 (Lin et al., 
2010) 

Unfiltered data. Linear 
regression of annual means, 
using data from all times of 
day.  

Taiwan,  
surface 

Composite of 3 
coastal sites 

0.52 ± 0.10 (annual) 1994-2007 (Lin et al., 
2010) 

Unfiltered data. Linear 
regression of annual means, 
using data from all times of 
day.  

Taiwan,  
surface  

Composite of 12 
urban sites in the 
north of the 
country. 

0.75 ± 0.07 (annual) 1994-2007 (Lin et al., 
2010) 

Unfiltered data. Linear 
regression of annual means, 
using data from all times of 
day.  

Taiwan, surface Composite of 4 
sites in the south of 
the country 

~1.5 (annual) 1997-2006 (Lin et al., 
2010) 

Unfiltered data. Linear 
regression using monthly 
means. The reported trend was 
inferred from the regression 
line in Figure 2, and 
significance at the 95% 
confidence limit was not 
specified. 

Hong Kong, surface Hok Tsui coastal 
site on southern tip 
of Hong Kong 
Island, often 
upwind of the 
urban area. 

0.58 (annual) 1994-2007 (Wang et 
al., 
2009b) 

Unfiltered data. Linear 
regression of monthly means, 
using all months and all times 
of day. 

Northern Japan, 
Sapporo ozonesonde 
profiles 

Surface – 850 hPa 
850-700 hPa 
700-500 hPa 
500-300 hPa 

0.7 ± 0.4 % yr-1 
0.6 ± 0.3 % yr-1 
0.5 ± 0.2 % yr-1 
0.4 ± 0.5 % yr-1 
 

1970-2004 (Oltmans 
et al., 
2006) 

Annual trend is determined 
from an autoregressive model 
that incorporates explanatory 
variables and a cubic 
polynomial fit. Reported values 
were read from Figure 9. 

Central Japan, 
Tsukuba ozonesonde 
profiles 

Surface – 850 hPa 
850-700 hPa 
700-500 hPa 
500-300 hPa 

0.4 ± 0.4 % yr-1 
0.5 ± 0.3 % yr-1 
-0.2 ± 0.3 % yr-1 
0.3 ± 0.3 % yr-1 

1970-2004 (Oltmans 
et al., 
2006) 

See box above. 

Central Japan, 
Kagoshima 
ozonesonde profiles 

Surface – 850 hPa 
850-700 hPa 
700-500 hPa 
500-300 hPa 

0.6 ± 0.5 % yr-1 
0.6 ± 0.4 % yr-1 
0.4 ± 0.4 % yr-1 
0.3 ± 0.4 % yr-1 

1970-2004 (Oltmans 
et al., 
2006) 

See box above. 

Southern Japan, Naha 
ozonesonde profiles 

Surface – 850 hPa 
850-700 hPa 

-0.5 ± 0.9 % yr-1 
-0.8 ± 0.8 % yr-1 

1990-2004 (Oltmans 
et al., 

See box above. 
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700-500 hPa 
500-300 hPa 

0.7 ± 0.6 % yr-1 
0.7 ± 0.7 % yr-1 

2006) 

South Asia, 
Tropospheric column 
ozone as measured by 
satellites  

A broad region 
including much of 
India, southeast 
Asia and Indonesia 

0.3-0.7 % yr-1 1979-2005 (Beig and 
Singh, 
2007) 

The decadal trend was 
calculated using a 
multifunctional 
regression model. Here the 
trend is converted to percent yr-

1. 
Northern Hemisphere 
Tropics 

     

Mauna Loa, Hawaii 3.4 km above  
sea level 

0.14 ± 0.07 1974-2010 (analysis 
conducted 
for IPCC 
AR5) 

Unfiltered data. Linear 
regression of annual averages, 
using method of (Parrish et al., 
2012), and updated from the 
measurements in (Oltmans et 
al., 2006) 

Northern Hemisphere 
Atlantic Ocean 

     

Marine boundary 
layer, eastern North 
Atlantic Ocean 

40°-60° N 
20°-40° N 
 0°-20° N 
 

0.05 
0.51 
0.42 

1977-2002 (Lelieveld 
et al., 
2004) 

Unfiltered measurements from 
ships traversing the indicated 
regions. The 95% confidence 
limits were not reported, 
although statistical significance 
was. 

Marine boundary 
layer, western North 
Atlantic Ocean 

Bermuda 
 

0.31 ± 0.25 (winter) 
0.27 ± 0.29 (spring) 
0.30 ± 0.16 
(summer) 
0.05 ± 0.33 
(autumn) 

1989-2010 (Parrish et 
al., 2012) 

Unfiltered data. Linear 
regression of seasonal 
averages. There is a data gap of 
5 years in the middle of the 
record. 

Northern Hemisphere 
Upper Troposphere 

 Seasons with 
significant increase 
in ozone 

   

Western USA 
Northeast USA 
Atlantic Ocean 
Europe 
Middle East 
Northern India 
South China 
Northern Japan 
Southern Japan 

 None 
Winter, spring 
Winter 
Spring 
Spring, summer 
Spring, summer 
Summer 
Summer, autumn 
All seasons 

Ozone 
change 
between 
1975-1979 
and 
1994-2001 

(Schnadt 
Poberaj et 
al., 2009) 

Ozone changes were calculated 
for various regions of the 
northern hemisphere that were 
sampled by the NASA GASP 
aircraft program in the 1970s 
and by the European MOZAIC 
program in the 1990s. 

Southern Hemisphere      
Tropical South Pacific 
Ocean, marine 
boundary layer 

Samoa -0.01 ± 0.03  1976-2009 (analysis 
conducted 
for IPCC 
AR5) 

Unfiltered data. Linear 
regression of annual averages, 
using method of (Parrish et al., 
2012). This trend is an update 
to the measurements discussed 
in Oltmans et al., 2006.  

Marine boundary 
layer, western South 
Atlantic Ocean 

40°-60° S 
20°-40° S 
 0°-20° S 
 

0.17 
0.24 
0.12 

1977-2002 (Lelieveld 
et al., 
2004) 

See box above. 

Marine boundary 
layer, eastern South 
Atlantic Ocean 

20°-40° S 
 0°-20° S 
 

0.68 
0.37 
 

1977-2002 (Lelieveld 
et al., 
2004) 

See box above 

Mid-latitude marine 
boundary layer 

Cape Point,  
South Africa 

0.01 ± 0.09 1997-2010 (analysis 
conducted 
for IPCC 

Unfiltered data. Linear 
regression of annual averages, 
using method of (Parrish et al., 
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AR5) 2012). This trend is an update 
to the measurements discussed 
in Oltmans et al., 2006.  

Mid-latitude marine 
boundary layer 

Cape Grim,  
Tasmania, 
Australia 

0.06 ± 0.02 1982-2010 (analysis 
conducted 
for IPCC 
AR5) 

See box above  

Antarctica, Ekström 
ice shelf, 10 km from 
the ocean  

Neumayer 0.13 ± 0.16  1995-2005 (Helmig 
et al., 
2007) 

Unfiltered data. Linear 
regression based on annual 
median values. 

Antarctica, 2.8 km 
above sea level  

South Pole 0.00 ± 0.06 1975-2010 (analysis 
conducted 
for IPCC 
AR5) 

Unfiltered data. Linear 
regression of annual averages, 
using method of (Parrish et al., 
2012), and updated from the 
measurements in (Oltmans et 
al., 2006) 

Ozonesonde profiles, 
La Reunion Island in 
the tropical Indian 
Ocean 

2-4 km a.s.l 
4-10 km a.s.l. 
10-16 km a.s.l. 

0.01 ± 0.69 % yr-1 
0.44 ± 0.58 % yr-1 
1.23 ± 0.58 % yr-1 

1992-2008 (Clain et 
al., 2009) 

Unfiltered ozonesonde 
measurements. Linear 
regression of all available year-
round measurements. 

Ozonesonde profiles, 
Irene in subtropical 
South Africa 

2-4 km a.s.l 
4-10 km a.s.l. 
10-16 km a.s.l. 

1.44 ± 0.40 % yr-1 
0.40 ± 0.33 % yr-1 
0.19 ± 0.35 % yr-1 

1990-2008 (Clain et 
al., 2009) 

Unfiltered ozonesonde 
measurements. Linear 
regression of all available year-
round measurements. No data 
for 1994-1997. 

Ozonesonde profiles, 
Lauder, New Zealand 

Surface – 850 hPa 
850-700 hPa 
700-500 hPa 
500-300 hPa 

0.7 ± 0.4 % yr-1 
0.5 ± 0.3 % yr-1 
0.2 ± 0.3 % yr-1 
-0.1± 0.4 % yr-1 
 

1986-2003  (Oltmans 
et al., 
2006) 

Annual trend is determined 
from an autoregressive model 
that incorporates explanatory 
variables and a cubic 
polynomial fit. Reported values 
were read from Figure 19. 

Notes: 1 
(a) Trends are based on annual data unless seasons are specified, and reported in units of ppb yr–1, with the 95% 2 
confidence limits, unless indicated differently. Trends that are statistically significant at the 95% confidence level are 3 
shown in bold. 4 
 5 
 6 
2.A.2.3 Aerosols 7 
 8 
Comprehensive, long-term, and high quality observations of aerosols have been initiated mainly after 2000, 9 
and are currently only available at a few locations and regions. The monitoring and observations of aerosols 10 
are still to a large degree uncoordinated on continental and global scale, despite the crucial importance of 11 
aerosols as short-lived climate forcers. A few long-term background measurements of aerosol properties are 12 
performed within the framework of the W MO GAW (Global Atmosphere Watch) program; however the 13 
data coverage is low. An overview and critical evaluation of worldwide, quality assured, aerosol trend 14 
measurements presently does not exist. For studies of aerosol-climate interactions, it is crucial that the sites 15 
are representative for regional/rural conditions, with low influence of local pollution and that the 16 
measurements are harmonised among sites and networks, and provided as homogeneous time series. 17 
 18 
Regional air pollution networks in Europe and North America are the most reliable source of information on 19 
long-term surface aerosol trends in these parts of the world.  20 
 21 
In Europe, the EMEP network provides regionally representative measurements of aerosol composition since 22 
the 1980s; these measurements are described in annual reports, and they are available via www.emep.int. 23 
(Torseth et al., 2012) provide an overview of results from 2-3 decades of EMEP measurements, as discussed 24 
in Section 2.2.3. 25 
 26 
In North America, the U.S. Clean Air Status and Trends Network (CASTNET) and the Canadian Air and 27 
Precipitation Monitoring Network (CAPMoN) provide regionally-representative long term measurements of 28 
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major ions in aerosols, including sulfate, i.e., (Hidy and Pennell, 2010); these networks do not report PM2.5. 1 
The U.S. Interagency Monitoring of Protected Visual Environments (IMPROVE) Network has measured 2 
PM2.5 and PM10 mass, total aerosol composition, and visibility at ca. 60 regional stations since 1989 (Hand 3 
et al., 2011c). Canadian CAPMoN network results are summarized in (Canada, 2012). 4 
 5 
In Asia, the Acid Deposition Network East Asia (EANET, 2011) has measured particulate matter and 6 
deposition since 2001, but thus far no trend studies have been published. In China, CAWNET and 7 
CARSNET recently started systematic aerosol observation, e.g., (Zhang et al., 2012), however only few 8 
years of data are available. An analysis of population weighted PM2.5 measurements reported in (Brauer et 9 
al., 2012) showed that China has the worlds highest average PM2.5 (55 µg m-3); more than twice the global 10 
average, indicating a strong influence of pollutant emissions. In China (Qu et al., 2010) reconstruct urban 11 
PM10 time trends (2000-2006) from reported Air pollution indices in 86 Chinese cities. Their analysis 12 
suggests that median aerosol concentration declined from 108 to 95 µg m-3 in 16 Northern cities and 13 
increased slightly from 52 to 60 µg m-3 values in 12 southern cities. Quan et al (2011) report strong declines 14 
commencing in the 1970s in visibility in the Eastern provinces of China, and continuing in the 2000s. They 15 
link these reduced visibility levels to the emission changes and high PM levels. 16 
In some other Asian regions long-term measurements from individual research groups or small networks are 17 
becoming available, but it is often difficult to assess the significance of these measurements for larger 18 
regions.  19 
 20 
In India, the Central Pollution Control Board (CPCB), Government of India, is executing a nation-wide 21 
programme of ambient air quality monitoring known as the National Air Quality Monitoring Programme 22 
(NAMP). The network consists of 342 monitoring stations covering 127 cities/towns in 26 States and 4 23 
Union Territories. The State of Environment Report (Ministery of Environment and Forest, 2009) reported 24 
annual average levels of respirable particulate matter (approximately PM10) in residential areas of major 25 
cities ranging from 120-160 µg m-3 (Delhi), 80-120 µg m-3 (Mumbai), 30-90 µg m-3 (Chennai), and 120-140 26 
µg m-3 (Kolkata); in these cities’ trends are mostly stable or increasing for 2000-2007. No details on the 27 
robustness of trends are given, and the validity of these trends for rural regions not reported. 28 
 29 
Surface based remote sensing of aerosol, as discussed in Section 2.2.3.1, is mainly based on results from the 30 
global AERONET network (Holben et al., 1998). However, coverage of AERONET over several regions is 31 
poor. Since AR4 several other regional networks were established such as ARFINET covering India 32 
(Moorthy et al., 2008); AEROCAN over Canada (http://www.aerocanonline.com/), and SKYNET over Japan 33 
(Kim et al., 2004), not included in our analysis. 34 
 35 
2.A.2.3.1 North American sulphate trends 36 
In Section 2.2.3.2 overall declines of SO4

2- from the IMPROVE (Hand et al., 2011c) network are on the 37 
order of 2-4% yr-1, but somewhat larger (~ 6% yr-1) along the east coast of the USA. SO4

2- declines in winter 38 
were somewhat larger than in other seasons. 39 
 40 
These trends are consistent with average trends reported by CASTNET (2010) of -0.045 ugS m-3 yr-1 for the 41 
period 1990–2008 in the eastern US, and a decrease of CASTNET aerosol sulphate concentrations by -21% 42 
in the east and northeast, -22% in the Midwest, and -20% in the south between the two periods 1990–1994 43 
and 2000–2004 (Sickles and Shadwick, 2007a). Indirect evidence for declining sulphate particulate 44 
concentrations is found in an analysis of SO4

2- wet deposition by 20–30% over a time period of 15 years 45 
(Sickles and Shadwick, 2007b), corresponding to a trend of about –1.4% to –2.1% yr-1. In Canada, aerosol 46 
sulphate concentrations from 1991–1993 declined by 30 to 45% by 2004–2006 at non-urban CAPMoN sites 47 
in the eastern half of the country. These declines are consistent with the trends of inorganic aerosol 48 
components reported by Quinn et al. (2009) at Barrow, Alaska, ranging between –2.3% yr-1 for SO4

2- to –49 
6.4% for NH4. Hidy and Pennell (2010) show remarkable agreement of PM2.5 and SO4

2- declines in Canada, 50 
pointing to common emission sources of PM2.5 and SO4

2- 51 
 52 
2.A.2.3.2 Black (light arborbing) and elemental carbon trends 53 
The terms black carbon (BC), also referred to as light absorbing carbon (LAC), and elemental carbon (EC) 54 
refer to the analysis method: optical methods (aerosol light absorption) or filter measurements using thermal 55 
methods, respectively. The measurements are associated with large uncertainties; intercomparisons show 56 
differences of a factor 2–3 for optical methods, and a factor of 4 for thermal methods (Vignati et al., 2010), 57 
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which also renders quantitative comparison of LAC time series uncertain. In addition, while there is a 1 
general lack of BC/EC measurements, long-term time series are even scarcer. 2 
 3 
In Europe, long term EC and organic carbon (OC) data are available at 2 stations (in Norway and Italy) 4 
starting in 2001 (EMEP, 2010). (Torseth et al., 2012) reports slight decreases over these 9 years, however 5 
without an assessment of statistical significance. In North America, the combined IMPROVE and CSN 6 
network (Hand et al., 2011c) is measuring elemental and organic carbon. However, trend analysis of long-7 
term data are only reported (Hand et al., 2011c) for total carbon (TC=black carbon + organic carbon), since 8 
an upgrade in sampling techniques around 2005 led to a different measured ratio of EC and OC carbon. 9 
These TC measurements indicate highly significant (p<0.05) downward trends of total carbon between 2.5 10 
and 7.5% yr-1 along the east and west coasts of the USA, and smaller and less significant (p<0.15) trends in 11 
other US regions from 1989-2008. Sharma et al. (2006) published long term measurements of equivalent BC 12 
at Alert, Canada and Barrow, Alaska, USA. Decreases were 54% at Alert and 27% at Barrow for 1989–13 
2003; part of the trend difference was associated with changes in circulation patterns, i.e., the phase of NAO.  14 
 15 
In China, (Han et al., 2011) report stable elemental carbon concentration in sediments at Chaohu and Lake 16 
Taihu in Eastern China until the late 1970s, followed by a sharp increase afterwards, corresponding well with 17 
the rapid industrialization of China in the last three decades. An analysis of broadband radiometer data from 18 
1957 to 2007 (Wang and Shi, 2010) showed a slight decrease in absorption of aerosol after 1990, likely 19 
due to LAC, while there was no significant change in the scattering fraction of aerosol. 20 
 21 
In India, at the southern station Trivandrum downward trends in BC of 250 ng m-3 yr-1 (from 4000 to 2000 22 
ng m-3) in the period 2001-2009 are reported, the largest changes occurring in 2007-2009 (Krishna Moorthy 23 
et al., 2009). At the northern station Kanpur increases of AOD in post-monson and winter are observed for 24 
2001-2010, attributed to anthropogenic emission changes, and declining trends in pre-monsoon and monsoon 25 
season, which were attributed to changes in natural emissions (Kaskaoutis et al., 2012).  26 
 27 
2.A.3 Quantifying Changes in the Mean: Trend Models and Estimation in Box 2.2 28 
 29 
This appendix provides a detailed description of the method used to estimate linear trends in Chapter 2 and 30 
compares the results of this relatively simple method with those of a wide variety of other methods for fitting 31 
lines to data and estimating their uncertainty. It is demonstrated that the differences among the methods are 32 
rather small compared to the uncertainty estimates of each method. Details of the smoothing method used to 33 
produce the result shown in Box 2.2 Figure 1, are also provided.  34 
 35 
2.A.3.1 Methods of Estimating Linear Trends and Uncertainties 36 
 37 
Several different methods of calculating linear trends and their uncertainties are illustrated here by 38 
application to the annual mean time series of globally averaged Earth surface temperatures from HadCRUT4 39 
data set (see Section 2.4.3 for details). The methods used are briefly described below. The conclusion of this 40 
analysis is that, for time series like the one used here, the trend line slope and its uncertainty limits are very 41 
similar for most of the methods that take into account dependency in the data sets in the form of the first-42 
order autoregressive model AR(1). These results are similar to those obtained by the Restricted Maximum 43 
Likelihood (REML) method used in AR4. The similarity of the AR4 method results to those of the methods 44 
investigated here was determined by applying these methods to AR4 data sets and obtaining similar results 45 
for linear trends and their uncertainties (not shown). One of the simpler methods is selected for use in this 46 
Chapter. 47 
 48 
2.A.3.2 Comparison of Trend Slope Calculation Methods 49 
 50 

We would like to fit a straight line to a given time series of observations  that correspond to an 51 

independent variable (instants of time) :  52 

  53 

where  and are constant parameters to be determined, while  represent residual variability in 54 

observations (w.r.t. the straight line ). Without any additional assumptions, one can find the least 55 
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squares solution for the trend line, i.e.,  and that minimize overall squared error  in the equation 1 

above:  2 

 ,   (2.A.1) 3 

where  and  are sample means of  and , respectively:  4 

 ,  (2.A.2) 5 

Data residuals (or errors in the linear fit) are  6 

  (2.A.3) 7 

To estimate uncertainty in  and , it is useful to view  as a realization of some random process . 8 

Then the estimates of  and  can be interpreted as random variables and inferences can be made about 9 

their uncertainties, i.e., deviations from their “true” values. Assumptions made about  affect, in general, 10 

the estimates of  and , and, usually to a larger extent, the uncertainties (confidence intervals) for these 11 
estimates. 12 
 13 

1. Ordinary least squares (OLS) is the best known case of this kind of analysis. It assumes that all  are 14 

independent identically-distributed (i.i.d.) random variables with normal distribution . While  15 

is usually considered unknown, in this case its unbiased estimate can be obtained from data residuals (2.A.3) 16 
as  17 

  (2.A.4) 18 

Note that  appears in the denominator instead of  because two degrees of freedom out of the 19 

original  were spent on fitting two parameters  and .  20 

The trend slope  estimated by equation (2.A.1) will also be normally distributed: , and its 21 

standard deviation  can be estimated using the  estimate:  22 

   (2.A.5) 23 

Under the assumptions made about , the random variable defined as 24 

  25 

has a known probability distribution, a Student’s  with  degrees of freedom. To form a confidence 26 

interval for  such that it contains the true value of  with probability , define  27 

  (2.A.6) 28 

i.e., the -quantile of Student’s  distribution. Random variables with this distribution lie in the 29 

interval  with probability . From this statement applied to , it is inferred that the interval 30 

 contains  with probability , or, as it is usually stated,  31 

  (2.A.7) 32 

where , , and  are given by formulas (2.A.1)-(2.A.6). 33 

 34 
2. OLS with reduced number of degrees of freedom by Santer et al. (2008), hereafter S2008. The standard 35 
OLS assumption about independence of the residual deviations of data from the straight line is often 36 
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unrealistic. A better approximation to reality is a model for serially correlated error, a.k.a. first-order 1 
autoregressive model AR(1):  2 

  (2.A.8) 3 

where , not  are now thought of as independent random variables. For a certain class of statistical 4 

estimation problems, this kind of data interdependence acts as if the sample size was reduced to :  5 

  (2.A.9) 6 

For example, if calculations by formulas (2.A.1)-( 2.A.5) are carried through for a large sample with data 7 

dependency due to the AR(1) model (2.A.8), replacing  by  in the denominator of (4) results in 8 

a correct estimate of the trend error’s standard deviation  by formula (2.A.5). Based on these theoretical 9 

considerations, Santer et al. (2008) employed a heuristic procedure that carries this calculation ahead using 10 

the value of  estimated from the sample of the OLS data residuals . Estimated  is the correlation 11 

coefficient between two -long subsamples lagged by one time step:  12 

  (2.A.10) 13 

  (2.A.11) 14 

  (2.A.12) 15 

(It is assumed that the timeseries are avalable on a uniform time grid without any gaps). 16 

Furthermore, S2008 used  in place of  as a degree-of-freedom parameter for Student’s  in 17 

(2.A.6). Even though in case of AR(2.A.1) error the sampling distribution of  is not that of Student’s , 18 

S2008 have calculated confidence intervals for  using formulas (2.A.1)-( 2.A.7), with (2.A.4) and (2.A.6) 19 

modified by the replacement of  by , with  computed by (2.A.9) using  estimated 20 

according to (2.A.10)-( 2.A.12). Their extensive numerical experiments suggested that this heuristic strategy 21 
results in reliable, conservative uncertainty estimates for the trend slope.  22 
 23 
3. Generalized Least Squares (GLS). Rewrite the same problem as discussed above in matrix notation. Let 24 

 be an  matrix, and  and  N-dimensional column-vectors such that  25 

  26 

Let also . Then the linear trend estimation problem becomes  27 

  28 

Let  be a random vector from the multivariate normal distribution , where V is a covariance 29 

matrix. The optimal estimator of  is  30 

  31 

and covariance matrix for  is  32 

  33 

For the practical implementation of this method, V is unknown. Here we assume that V is a covariance 34 

matrix of an AR(1) process:  where  and  are estimated as variance and lag-1 35 

autocorrelation coefficient respectively from data residuals of the initial OLS fit, as described in equations 36 
(2.A.4) and (2.A.10)-(2.A.12). 37 
 38 

4. Prewhitening. First OLS is performed, and  is estimated as in (2.A.10) above. Then the time series  39 

is prewhitened as  40 

  (2.A.13) 41 
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The the OLS is applied to timeseries  and corresponding times . The prewhitening 1 

scheme (2.A.13) does not change the value of the “true” trend coefficient . 2 
 3 
5. Sen–Theil trend estimator, or median slope method: Nonparametric estimate of the linear trend based on 4 

Kendall’s , from Sen (1968). Relaxes the usual requirement of normal distribution of , but does 5 

assume i.i.d . No reduction of effective sample size is done. 6 

 7 
6. Wang and Swail (2001) iterative method (WS2001). A method of trend calculation iterating between 8 
computing Sen–Theil trend slope for time series prewhitened as in equation (2.A.13), computing data 9 

residuals of the original time series with regards to the line with this new slope, estimating  from these 10 

residuals (as in equations (2.A.10)-(2.A.12)), prewhitening the original time series using this  value, etc. 11 

Zhang and Zwiers (2004) compared this method with other approaches, including Maximum Likelihood for 12 
linear trends with AR(1) error, and found it to perform best, especially for short time series. 13 
 14 
 15 
Table 2.A.3: Trends (˚C per decade) and 90% confidence intervals for HadCRUT4 global mean annual time series for 16 
periods 1901-2011, 1901-1950, and 1951-2011 calculated by methods described in Appendix 2.A. Effective sample 17 

size Nr and lagged by one time step correlation coefficient for residuals are given for methods that compute them. 18 

Note differences in the width of confidence intervals between methods that assume independence of data deviations 19 
from the straight line (OLS and Sen–Theil methods) and those that allow AR(1) dependence in the data (all other 20 
methods). Two of these methods use non-parametric tend estimation (Sen-Theil and WS2001). 21 

Method 1901–2011 1901–1950 1951–2011 
 Trend Nr  Trend Nr  Trend Nr  

OLS 0.075 ± 0.006   0.107 ± 0.016   0.107 ± 0.015   
S2008 0.075 ± 0.013 28 0.599 0.107 ± 0.026 21 0.407 0.107 ± 0.028 21 0.494 
GLS 0.073 ± 0.012  0.599 0.100 ± 0.023  0.407 0.104 ± 0.025  0.494 
Prewhtn 0.077 ± 0.013  0.594 0.113 ± 0.022  0.362 0.111 ± 0.026  0.488 
Sen-Theil 0.075–0.006+0.007   0.113–0.019+0.019   0.109–0.017+0.019   
WS2001 0.079–0.014+0.012  0.596 0.114–0.026+0.023  0.352 0.110–0.028+0.029  0.487 
 22 
 23 
2.A.3.3 Method for Calculating Linear Trends and their Uncertainties for General Use Within Chapter 2 24 
 25 
The method applied in this chapter is a slight modification of the S2008 method. The sample size is not 26 

reduced ( ), if the estimated  is negative. The method was also modified for use with time series 27 

where some data is missing. The formula (9) for the effective sample size is still used. This formula was 28 
designed to give precise results for trend error when used for long time series of fully available data. In the 29 

presence of missing data (and shorter time series) this formula underestimates  further and thus results in 30 

wider (more conservative) confidence intervals (compared to the cases without missing data). The final 31 
procedure is as follows. 32 
 33 

The time series of observations  corresponds to instants of time  that form a uniform 34 

grid. In some cases, observations  are missing. Formally, two sets of indices  and  are introduced 35 

that correspond to available and missing observations, respectively. Obviously, the union of the two sets 36 
includes all the possible data locations and the two sets do not intersect, 37 

  38 

The size of  is .  39 

First, OLS is performed for available observations:  40 
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  1 

where  and  are sample means of  and  over , respectively:  2 

  3 

Data residuals (or trend line misfits) are  4 

  5 

Lag-one correlation coefficient of  can be estimated over the subset of indices 6 

. Let  be the size of . Then  7 

  8 

  9 

  10 

 11 

A provision is made for not raising the effective sample size if estimated  is negative:  12 

  13 

The resulting  is used to obtain the effective sample size of the set of available observations:  14 

  15 

which is then used to estimate the variance of data deviations from the trend line:  16 

  17 

Therefore the variance of trend slope estimator is obtained:  18 

   19 

To construct a confidence interval for probability level , let  20 

  21 

be the -quantile of Student’s  distribution. Finally  22 

  23 

where , , and  are given by formulas above. 24 

 25 
2.A.3.4 Smoothing Spline Method 26 
 27 
An alternative approach is to estimate local trends using non-parametric trend models obtained by penalized 28 
smoothing of time series (e.g., (Wahba, 1990; Wood, 2006), Section 6.7.2). The value in any year is 29 
considered to be the sum of a non-parametric smooth trend and a low-order autoregressive noise term. The 30 
trend is represented locally by cubic spline polynomials(Scinocca et al., 2010) and the smoothing parameter 31 
is estimated using Restricted Maximum Likelihood (REML) allowing for serial correlation in the residuals. 32 
[PLACEHOLDER FOR FINAL DRAFT: more detailed description of the smoothing spline method used for 33 
the figure and table in Box 2.2]  34 
 35 
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2.A.4 Changes in Temperature 1 
 2 
2.A.4.1 Change in Surface In-Situ Observations Over Time 3 
 4 
Observations are available for much of the global land surface starting in the mid-1800s or early 1900s. 5 
Availability is reduced in the most recent years due in large part to international data exchange delays. Non-6 
digitized temperature records continue to be found in various country archives and are being digitized (Allan 7 
et al., 2011; Brunet and Jones, 2011). Efforts to create a single comprehensive raw digital data holding with 8 
provenance tracking and version control have advanced (Thorne et al., 2011b). Most historical SST 9 
observations arise from ships, with buoy measurements and satellite data becoming a significant contribution 10 
in the 1980s. Digital archives such as the International Comprehensive Ocean-Atmosphere Data Set 11 
(ICOADS, currently version 2.5, Woodruff et al., (2011)) are constantly augmented as paper archives are 12 
imaged and digitised (Brohan et al., 2009). Despite substantial efforts in data assembly, the total number of 13 
available SST observations and the percentage of the Earth’s surface area that they cover remain very low 14 
before 1850 and drop drastically during the two World Wars. The sampling of land and marine records 15 
through time which form the basis for the in-situ LSAT and SST records detailed in the chapter are 16 
summarized in Figure 2.A.1. 17 
 18 
[INSERT FIGURE 2.A.1 HERE] 19 
Figure 2.A.1: Change in percentage of possible sampled area for land records (top panel) and marine records (lower 20 
panel). Land data comes from GHCNv3.2.0 and marine data comes from the ICOADS in-situ record. 21 
 22 
2.A.4.2 Land Surface Temperature Dataset Innovations 23 
 24 
Improvements have been made to the historical global data sets of land-based station observations used in 25 
AR4. Basic descriptions of the methods for the current versions of all datasets are given in Table 2.A.4. 26 
Global Historical Climatology Network (GHCN) V3 improvements (Lawrimore et al., 2011b) included 27 
elimination of “duplicate” time series for many stations, updating more station data with the most recent 28 
data, the application of enhanced quality assurance procedures (Durre et al., 2010) and a new pairwise 29 
homogenization approach for individual station time series (Menne and Williams, 2009). Two version 30 
increments to this V3 product to fix coding issues have since accrued, which have served to slightly increase 31 
the centennial timescale trends. Goddard Institute of Space Studies (GISS) continues to provide an estimate 32 
based upon primarily GHCN but with different station inclusion criteria, additional night-light-based urban 33 
adjustments and a distinct gridding and infilling method (Hansen et al., 2010). CRUTEM4 (Jones et al., 34 
2012a) incorporates additional series and also newly homogenized versions of the records for a number of 35 
stations. It continues the model of incorporating the best available estimates for each station arising from 36 
research papers or individual national meteorological services with access to the best metadata on the 37 
assumption that such efforts have had most attention paid to them. In contrast, all other products considered 38 
in AR5 undertake a globally consistent homogenization processing of a given set of input data, although 39 
those data may well have been processed at source. A new data product from a group based predominantly at 40 
Berkeley (Rhode et al., submitted) uses a kriging technique, commonly used in geostatistics, to create a 41 
global mean timeseries accounting for time-varying station biases by treating each apparently homogeneous 42 
segment as a unique record. This is substantially methodologically distinct from earlier efforts and so helps 43 
us to better explore structural uncertainty (Box 2.1) in LSAT estimates. 44 
 45 
 46 
Table 2.A.4: Summary of methods used by producers of global Land-Surface Air Temperature products. Basic 47 
methodological details are included to give a flavour of the methodological diversity. Further details can be found in the 48 
papers describing the dataset construction processes cited in the text. 49 

Dataset Start of 
Record 

Number of 
Stations 

Quality Control and 
Homogeneity Adjustments 

Infilling Averaging Procedure 

CRUTEM4 
(Jones et al., 
2012b) 

1856 5583 (4842 
used in 
gridding) 

Source specific QC and 
homogeneity applied generally 
to source data prior to collation 

none Average of the two 
hemispheric averages 
weighted 2/3 NH and 1/3 
SH. 

GHCNv3 
(Lawrimore 
et al., 2011a) 

1880 7280 Outlier and neighbour QC and 
pairwise comparison based 
adjustments 

Limited infilling by 
eigenvectors (for global 
mean calculations only) 

Average of gridboxes 
area weighted 
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GISS 
(Hansen et 
al., 2010) 

1880 c.6300 Night lights based adjustments 
for urban influences 

Averages to 40 large 
scale bins 

Average of the bins with 
areal weighting. 

Berkeley 
(Rhode et 
al., 
submitted) 

1753 39028 Individual outliers are implicitly 
down-weighted. Neighbour-
based test to identify breaks and 
each apparently homogeneous 
segment treated separately. 

No gridding, but kriging 
produces field estimate 
based upon the station 
constraint at each 
timestep. 

Kriged field estimate 
limited to maximum 
1500 km distance from 
any station 

 1 
 2 
2.A.4.3 Sea Surface Temperature Data Improvements and Dataset Innovations  3 
 4 
2.A.4.3.1 In situ SST data records 5 
Because of the irregular nature of sampling in space and time when observations are made from the moving 6 
platforms (ships and floating buoys), it is customary to use statistical summaries of “binned” (most 7 
commonly grid box) observations rather than individual observed values (Table 2.A.4). Means or medians of 8 
all SST values in a given bin that pass quality control procedures are generally used. Standard deviations and 9 
numbers of observations in individual bins are useful for estimating uncertainties. These procedures usually 10 
serve as an initial step for producing more sophisticated gridded SST products, which involve bias correction 11 
and, in some cases, interpolation and smoothing.  12 
 13 
Since AR4, major innovations have primarily been around understanding of modern era biases. Beginning in 14 
the 1930s some ships began taking measurements of engine room intake (ERI) water. It is hypothesized that 15 
proximity to the hot engine often biases these measurements warm (Kent et al., 2010). Because of the 16 
prevalence of the ERI measurements among SST data from ships, the ship SSTs are biased warm by 0.12-17 
0.18 K on average compared to the buoy data (Kennedy et al., 2011a; Kennedy et al., 2011c; Reynolds et al., 18 
2010). Since the 1980s, drifting and moored buoys have been producing an increasingly large fraction of 19 
global SST observations and these have tended to be colder than ship-based measurements.  20 
 21 
Although more variable than SSTs, Marine Air Temperatures (MATs) are assumed to be physically 22 
constrained to track SST variability because of the continuous air-sea heat exchange. However, there have 23 
been shown to be some longer-term variations, at least in certain locations and periods e.g., Christy et al., 24 
(2001); Smith and Reynolds, (2002) which necessitate a degree of caution. Regardless, they provide an 25 
independent measure of marine region temperature changes. Adjustments have been applied to account for 26 
the change in deck heights and for the use of non-standard practices during World War II (Rayner et al., 27 
2003) and the 19th Century (Bottomley et al., 1990). Because of biases due to solar heating, only NMATs 28 
have so far been widely used in climate analyses. The progress on the analytical correction of solar heating 29 
biases in recent day-time MAT data allowed their use in a recent analysis (Berry and Kent, 2009; Berry et 30 
al., 2004). Table 2.A.5 gives a brief description of well-known historical SST products, organized by their 31 
type.  32 
 33 
 34 
Table 2.A.5: Data Sets of SST and NMAT Observations Used in Section 2.4.2. These data sets belong to the following 35 
categories: a database of individual in situ observations; gridded data sets of climate anomalies (with bucket and 36 
potentially additional bias corrections applied); and globally complete interpolated data sets based on the latter 37 
products. 38 

Data Set Period Space-Time Grid 
Resolution 

Bucket/ Bias 
Corrections Applied 

Historical Database of In Situ Observations 
International Comprehensive Ocean – Atmosphere 
Data Set, ICOADS, v2.5 

1662 – present; 
1800 – present,  
1960 – present 

Individual reports; 
2° x 2° mon summ; 
1° x 1° mon summ 

No 

Gridded Data Sets of Observed Climate Anomalies 
U.K.M.O. Hadley Centre SST, v.2, HadSST2 1850 – present 5° x 5° monthly Yes, 

1850–1941 
U.K.M.O. Hadley Centre SST, v.3, HadSST3 1850–2006 5° x 5° monthly Yes, 

1850–2006 
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 1 
 2 
2.A.4.3.2 Comparing different types of data and their errors 3 
Comparisons are complicated as different measurement technologies measure somewhat different physical 4 
characteristics of the surface ocean. IR and MW radiometers sense water temperature of the top 10–20 µm 5 

and 1–2 mm respectively, whereas in situ SST measurements are made in the depth range between 10 cm 6 
and several meters and are often called “bulk” SST, with an implicit assumption that the ocean surface layer 7 
is well-mixed. This assumption is valid only for night-time conditions or when surface winds are strong. 8 
Otherwise, the surface layer is stratified and its temperature exhibits diurnal variability (Kawai and Wada, 9 
2007; Kennedy et al., 2007), such that a measured temperature value typically depends on the depth and time 10 
of day at which the measurement is made (Donlon et al., 2007). Aside from the diurnal variability, an 11 
independent phenomenon of a thermal skin layer takes place in the top 1 mm or so of the ocean surface and 12 
results in a strong temperature gradient across this layer (usually, cooling towards the surface), especially 13 
enhanced in the top 100 µm. While all in situ and satellite measurements might be affected by diurnal 14 

variability, only IR satellite data are subject to the thermal skin effect. IR radiometers are said to measure 15 
“skin” temperature. Temperature at the bottom of the thermal skin layer is called “subskin temperature.” 16 
MW radiometer measurements are close to this variable. To estimate error variance or to verify uncertainty 17 
estimates for SST observations by comparison of different kinds of SST data, data values have ideally to be 18 
adjusted for time and depth differences by modelling the skin effect and diurnal variability or for minimum 19 
geophysical errors by constraining the comparison to the night-time data only, to minimize the diurnal 20 
variability effects.  21 
 22 
Comparisons between in situ measurements and different satellite instruments have been used to assess the 23 
uncertainties in the individual measurements. Random errors on ATSR measurements have been estimated 24 
(Embury et al., 2011; Kennedy et al., 2011a; O'Carroll et al., 2008) to lie between 0.1 and 0.2 K. The 25 
uncertainties associated with random errors for AATSR are therefore much lower than for ships (around 1–26 
1.5 K: Kent and Challenor, (2006); Kent et al., (1999); Kent and Berry, (2005) Reynolds et al., (2002b); 27 
Kennedy et al., (2011a)) or drifting buoys (0.15–0.65 K: Kennedy et al., (2011a); Reynolds et al., (2002b); 28 
Emery et al., (2001); O'Carroll et al., (2008)). 29 
 30 
Characterizing relative mean biases between different systems informs the procedures for homogenizing and 31 
combining different kinds of measurements. Embury et al. (2011) found average biases of less than 0.1 K 32 
between reprocessed AATSR retrievals and drifting buoy observations and of around 0.1 K between ATSR2 33 
retrievals and buoys. Using an earlier AATSR dataset, Kennedy et al. (Kennedy et al., 2011a) found that ship 34 
measurements were warmer relative to matched satellite SSTs than drifting buoys, suggesting ship 35 
measurements were biased relative to drifting buoy measurements by 0.18 K. They hypothesized that 36 
HadSST2 contained an increasing cool bias because of a decrease in the relative proportion of warm-biased 37 
ship observations. They applied a time-varying adjustment to the HadSST2 global means in the form of 0.18 38 
K times the fraction of drifting buoys compared to the 1991–1995 period. This correction improved the 39 
consistency between trends in global average anomalies from the in situ and ATSR data sets. However, 40 
Kennedy et al. (2011b) found a smaller relative bias between ships and drifting buoys and found that changes 41 
in the biases associated with ship measurements might have been as large, or larger than, this effect. 42 
 43 
2.A.4.3.3 Differences in long term average temperature anomalies 44 
Temperature differences between the periods of 1986=>2005 and 1886=>1905: 45 
HadCRUT4: 0.66 ± 0.06˚C (90% confidence interval) 46 
GISTEMP: 0.62˚C 47 
NCDC:  0.65˚C 48 

U.K.M.O. Hadley Centre NMAT, v.4.3 
MOHMAT4.3N 

1856–2007 5° x 5° monthly Yes, 
19th Century and WWII  

Globally Complete Objective Analyses (Interpolated Products) of Historical SST Records 
U.K.M.O. Hadley Centre Interpolated SST, v.1, 
HadISST 

1870 – present 1° x 1° monthly Yes, 
1870–1941 

JMA Centennial in-situ Observation Based 
Estimates of variability of SST, COBE SST 

1891 – present 1° x 1° monthly Yes, 
1891–1941 

NOAA Extended Reconstruction of SST, 
ERSSTv3b 

1854 – present 2° x 2° monthly Yes, 
1854–1941 
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 1 
Temperature differences between the periods of 1946=>2011 and 1880=>1945: 2 
HadCRUT4: 0.38 ± 0.04˚C (90% confidence interval) 3 
GISTEMP: 0.35˚C 4 
NCDC:  0.37˚C 5 
 6 
Uncertainty estimates have been calculated using the HadCRUT4 uncertainty model. To allow estimates of 7 
coverage uncertainty to be made for these differences between long term averages, HadGEM control run 8 
fields were used in place of the NCEP reanalysis as the globally complete reference data. 9 
 10 
[INSERT FIGURE 2.A.2 HERE] 11 
Figure 2.A.2: Differences in long term average temperatures in pairs of periods as calculated from HadCRUT4, 12 
GISTEMP and NCDC’s data. Left - temperature difference between the periods of 1986 to 2005 and 1886 to 2005. 13 
Right - temperature difference between the periods of 1986 to 2005 and 1886 and 2005. The median and confidence 14 
limits (5% and 95%)for differences calculated from HadCRUT4 are shown in black. Period differences for GISTEMP 15 
are red. Period differences for NCDC are in blue. 16 
 17 
2.A.4.4 Technical Developments in Combined Land and SST Products 18 
 19 
Table A2.4.3 summarizes current methodological approaches. For HadCRUT4 both the land and the ocean 20 
data sources have been updated and the product now consists of 100 equi-probable solutions (Morice et al., 21 
2012). The post-1990s period is now more consistent with the remaining products – it exhibits a greater rate 22 
of warming than the previous version over this period. NOAA’s MLOST product has incorporated GHCNv3 23 
and ERSST3b and reinstated high-latitude land data but is otherwise methodologically unchanged from the 24 
version considered in AR4 (Vose et al., 2012b). Since AR4 NASA GISS have undertaken updates and a 25 
published sensitivity analysis focussed primarily around their urban heat island adjustments approach 26 
(Section 2.4.1.2.) and choice of product and method for merging pre-satellite era and satellite era SSTs 27 
(Hansen et al., 2010). For SST several alternative datasets or combinations of datasets were considered and 28 
these choices had an impact of the order 0.04 K for the net change over the period of record. An improved 29 
concatenation of pre-satellite era and satellite era SST products removed a small apparent cooling bias in 30 
recent times. Following the release of their code the GISS method has been independently replicated in a 31 
completely different programming language (Barnes and Jones, 2011) which builds a degree of confidence 32 
in the veracity of the processing. 33 
 34 
 35 
Table 2.A.6: Methodological details for the current global merged surface temperature products. Only gross 36 
methodological details are included to give a flavour of the methodological diversity, further details can be found in the 37 
papers describing the dataset construction processes. 38 

Dataset Start 
Date 

Land 
Dataset 

Marine 
Dataset 

Merging of Land 
and Marine 

Infilling Averaging Technique 

HadCRUT4 
(100 
versions) 
(Morice et al., 
2012) 

1850  CRUTEM4 
(100 
versions) 

HadSST3 
(100 
versions) 

Weighted average 
based upon the 
percentage coverage 

None, spatial coverage 
incompleteness 
accounted for in error 
model 

Average of area 
weighted Northern and 
Southern Hemisphere 
averages 

MLOST 
(Vose et al., 
2012b) 

1880  GHCNv3 ERSST3b Weighted average 
based upon the 
percentage coverage 

Low frequency 
component filtered. 
Anomaly spatial 
covariance patterns for 
high frequency 
component. Land and 
ocean interpolated 
separately.  

Area weighted average 
of available gridbox 
values 

NASA GISS 
(Hansen et 
al., 2010) 

1880  GHCNv3, 
USHCNv2 
plus 
Antarctic 
SCAR data 

HadISST1 
(1870–
1981), 
OISSTv2 
(1981–) 

Priority given to 
land data 

Radius of influence up 
to 1200 km for land data 

After gridding, non-
missing values are 
averaged over the zones 
90°S–23.6S, 23.6°S–0°, 
0°–23.6°N, 23.6°N–
90°N; and the four 
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means are averaged with 
3:2:2:3 weighting to 
represent their area. 

 1 
 2 
2.A.4.5 Technical Advances in Radiosonde Records  3 
 4 
There now exist five estimates of radiosonde temperature evolution, which are based upon a very broad 5 
range of methodological approaches to station selection, identification of artificial timeseries breaks and 6 
adjustments (Table 2.A.7). HadAT and RATPAC were discussed in AR4 and no further technical 7 
innovations have accrued for the operational versions of these products. Development of an automated 8 
version of HadAT and discussion of efforts to characterize the resulting parametric uncertainty are 9 
summarized in the main text. A group at the University of Vienna have produced RAOBCORE and RICH 10 
(Haimberger, 2007) using ERA reanalysis products (Box 2.3) as a basis for identifying breaks. Given the 11 
relative sparseness of the observing network this may have advantageous properties in many regions 12 
compared to more traditional intra-station or neighbour-based approaches. Breakpoints are identified through 13 
reanalysis background departures using a statistical breakpoint test for both these products. Uncertainties in 14 
adjustments arising from the use of reanalyses fields to estimate the adjustments for RAOBCORE have been 15 
addressed by several variants and sensitivity studies (Haimberger, 2004; Haimberger, 2007; Haimberger et 16 
al., 2008). The RICH products use the same breakpoint locations but have only an indirect dependency on 17 
the reanalyses as the adjustments are neighbour based. Two varieties have been developed (Haimberger et 18 
al., 2012). The first uses pairwise neighbour difference series to estimate the required adjustment. The 19 
second uses differences in station innovations relative to the reanalyses fields. Both variants have been run in 20 
ensemble mode and the resulting uncertainty estimates are discussed in the main text. Sherwood and 21 
colleagues developed an iterative universal kriging approach for radiosonde data (Sherwood, 2007) and 22 
applied this to a global network (Sherwood et al., 2008) to create IUK. The algorithm requires a set of break 23 
locations and the raw data and then fits an optimal estimate of the homogenized series based upon a number 24 
of basis functions including leading modes of variability. Breakpoint locations were defined by tests on the 25 
station series and without recourse to metadata. 26 
 27 
 28 
Table 2.A.7: Summary of methodologies used to create the radiosonde products considered in this report. Except IUK 29 
(1960) all timeseries begin in 1958. Only gross methodological details are included to give a flavour of the 30 
methodological diversity, further details can be found in the papers describing the dataset construction processes. 31 
Between these dataset approaches a very broad range of processing choices have been considered. 32 

Dataset Temporal 
Resolution 

Number of 
Stations 

Homogeneity Test Adjustment Method 

HadAT2 
(Thorne et al., 
2005) 

Seasonal / 
monthly 

676 KS-test on difference series from 
neighbour averages together with 
metadata, manually interpreted 

Target minus neighbour difference 
series based. 

RATPAC 
(Free et al., 
2005) 

monthly 87 Multiple indicators and metadata 
assessed manually by three investigators 
until 1996, first difference method with 
t-test and metadata after 1995 

Manually based adjustments prior to 
1996, first difference derived breaks 
after 1995. 

IUK 
(Sherwood et 
al., 2008) 

Individual 
launch 

527 Derived hierarchically looking 1. for 
breaks in 00Z-12Z series, 2. breaks in 
the series with twice daily measures, 
and 3. once daily ascents. Breakpoint 
detection was undertaken at the monthly 
timescale with no recourse to metadata 

Relaxation to an iterative solution 
minimum given breaks and set of 
spatial and temporal basis functions. 

RICH-obs 
(64 member 
ensemble) 
(Haimberger et 
al., 2012) 

Individual 
launch 

2881 SNHT test on the difference between the 
observed data and ERA reanalysis 
product background expectation field 
modified by metadata information. 

Difference between station and a 
number of apparently homogeneous 
neighbours 

RICH-tau 
(64 member 
ensemble) 

Individual 
launch 

2881 As above Difference between station 
innovation (candidate station and 
reanalysis background expectation 
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(Haimberger et 
al., 2012) 

field) and innovation estimates for 
apparently homogeneous neighbors. 

RAOBCORE 
(Haimberger et 
al., 2012) 

Individual 
launch 

2881 As above Difference between candidate station 
and reanalysis background 
expectation field 

 1 
 2 
2.A.4.6 Advances in MSU Satellite Records  3 
 4 
Gross methodological details of the MSU products are summarized in Table 2.A.8. The UAH dataset 5 
removed an apparent seasonal cycle artefact in the latter part of their record related to the introduction of 6 
AMSU in version 5.3 and changed the climatological baseline to 1981–2010 to produce version 5.4. Both 7 
changes had negligible impact on trend estimates.  8 
 9 
Version 3.2 of the RSS product (Mears and Wentz, 2009a; Mears and Wentz, 2009b) for the first time 10 
incorporated a subset of AMSU instruments. It was concluded that an instantaneous correction is required to 11 
merge MSU and AMSU as they sense slightly different layers and that there will also be a systematic long-12 
term impact unless real-world trends are vertically invariant (Mears et al., 2011). Using HadAT data this 13 
impact was estimated to be no more than 5% of the trend. Two more significant changes were accounting for 14 
latitudinal error structure dependencies, and a more physical handling of instrument body temperature effect 15 
issues in response to (Grody et al., 2004). In early 2011 version 3.3 was released which incorporated all the 16 
AMSU instruments and led to a de-emphasising of the last MSU instrument which still remained operational 17 
after 15 years, a trend reduction over the post-1998 period, and a reduction in apparent noise.  18 
 19 
The new STAR analysis used a fundamentally distinct approach for the critical inter-satellite warm target 20 
calibration step (Zou et al., 2006a). Satellites orbit in a pole-to-pole configuration with typically two 21 
satellites in operation at any time. Over most of the globe they never intersect. The exception is the polar 22 
regions where they quasi-regularly (typically once every 24 to 48 hours but this is orbital geometry 23 
dependent) sample in close proximity in space (<111 km) and time (<100s). The STAR technique uses these 24 
Simultaneous Nadir Overpass (SNO) measures to characterize inter-satellite biases and the impact of 25 
instrument body temperature effects before accounting for diurnal drift. SNO estimates remain two point 26 
comparisons between uncertain measures over a geographically limited domain so cannot guarantee absolute 27 
accuracy. For humidity satellite measures the geographic domain has been shown to be an issue (John et al., 28 
2011), but it is presently unclear whether this extends to temperature measurements. Initially they produced 29 
MT near-nadir measures since 1987 over the oceans (Zou et al., 2006a); then included more view angles and 30 
additional channels including LS and multi-channel recombinations (Zou et al., 2009); then extended back to 31 
1979 and included land and residual instrument body temperature effects building upon the UAH 32 
methodology and diurnal corrections based upon RSS (Zou and Wang, 2010). In the latest version 2.0, 33 
STAR incorporated the AMSU observations inter-calibrated by the SNO method to extend to the present 34 
(Zou and Wang, 2011a).  35 
 36 
 37 
Table 2.A.8: Summary of methodologies used to create the MSU products considered in this report. All time series 38 
begin in 1978–1979. Only gross methodological details are included to give a flavour of the methodological diversity, 39 
further details can be found in the papers describing the dataset construction processes. 40 

Dataset Inter-Satellite Calibration Diurnal Drift 
Adjustments 

Calibration Target 
Temperature Effect 

MSU / AMSU Weighting 
Function Offsets 

UAH 
(Christy 
et al., 
2003) 

Backbone method – 
adjusting all other 
satellites to a subset of 
long-lived satellites  

Cross-scan differences 
used to infer adjustments. 
Measurements are 
adjusted to refer to the 
measurement time at the 
beginning of each 
satellite’s mission. 

Calibration target 
coefficients are determined 
as solution to system of 
daily equations to explain 
the difference between co-
orbiting satellites 

No accounting for 
differences beyond inter-
satellite calibration. 

RSS 
(Mears 
and 
Wentz, 

Stepwise pairwise 
adjustments of all satellites 
based upon difference in 
means. Adjustments are a 

Climate model output 
used to infer diurnal 
cycle. All measurements 
adjusted to refer to local 

Values of the target 
temperature factors and 
scene temperature factors 
are obtained from a 

Stepwise adjustment to 
account for the change in 
weighting functions. 
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2009a; 
Mears 
and 
Wentz, 
2009b) 

function of latitude and 
constant in time. 

midnight. regression using all 
satellites of the same type 
together.  

STAR 
(Zou 
and 
Wang, 
2011b) 

Simultaneous nadir 
overpass measures 

RSS adjustments are 
multiplied by a constant 
factor to minimize inter-
satellite differences. 

Largely captured in the 
SNO satellite 
intercomparison but residual 
artefacts are removed using 
the UAH method. 

Channel frequency shifts 
on each satellite estimated 
and adjusted for. 

 1 
 2 
2.A.4.7 Stratospheric Sounding Unit Data Background 3 
 4 
The SSU instruments provide the only long-term near-global temperature data above the lower stratosphere, 5 
extending from the upper troposphere to the lower mesosphere (Randel et al., 2009; Seidel, 2011), with the 6 
series terminating in 2006. In theory, five channels of AMSU should be able to continue this series 7 
(Kobayashi et al., 2009) but despite incipient efforts at an AMSU-only record (Mo, 2009) and plans to merge 8 
AMSU and SSU, the current long-term series ends in 2006. The raw record has three unique additional 9 
issues to those encountered in MSU dataset construction. The satellite carries a cell of CO2 which tends to 10 
leak, causing a spurious increase in observed temperatures. Compounding this the CO2 content within the 11 
cells varies among SSU instruments (Kobayashi et al., 2009). At the higher altitudes sensed, large diurnal 12 
and semi-diurnal tides (due to absorption of solar radiation) require substantial corrections (Brownscombe et 13 
al., 1985). Finally, long-term temperature trends derived from SSU need adjustment for increasing 14 
atmospheric CO2 (Shine et al., 2008) as this affects radiation transmission in this band.  15 
 16 
2.A.4.8 GPS-RO Data Background 17 
 18 
Global Positioning System (GPS) radio occultation (RO) fundamental observations are time delay of the 19 
occulted signal’s phase traversing the atmosphere. It is based on GPS radio signals which are bent and 20 
retarded by the atmospheric refractivity field, related mainly to pressure and temperature, during their 21 
propagation to a GPS receiver on a Low Earth Orbit (LEO) satellite. An occultation event occurs whenever a 22 
GPS satellite sets (or rises from) behind the horizon and its signals are occulted by the Earth’s limb. The 23 
fundamental measurement is the signal phase which is based on precise timing with atomic clocks. Potential 24 
clock errors of GPS or LEO satellites are removed by differencing methods using an additional GPS satellite 25 
as reference and by relating the measurement to even more stable oscillators on the ground. Thus, GPS RO is 26 
anchored to the international time standard and currently the only self-calibrated raw satellite measurement 27 
with SI traceability, in principle (Leroy et al., 2006; Baringer et al., 2010). Subsequent analysis converts the 28 
time delay to temperature and other parameters, which inevitably adds some degree of uncertainty to the 29 
temperature data, which is not the directly measured quantity but rather inferred with the inference being 30 
dependent on the precision of available data for other dependent parameters and how the data are processed. 31 
GPS RO measurements have several attributes that make them suited for climate studies: (i) they exhibit no 32 
satellite-to-satellite bias (Hajj et al., 2004; Ho et al., 2009a), (ii) they are of very high precision (Anthes et 33 
al., 2008; Foelsche et al., 2009; Ho et al., 2009a), (iii) they are not affected by clouds and precipitation, and 34 
(iv) they are insensitive to retrieval error when used to estimate inter-annual trends in the climate system (Ho 35 
et al., 2009c). GPS-RO observations can be used to derive atmospheric temperature profiles in the upper 36 
troposphere and lower stratosphere (UT/LS) ((Hajj et al., 2004; Ho et al., 2009a; Kuo et al., 2004).  37 
 38 
2.A.5 FAQ 2.1, Figure 2. 39 
 40 
This material documents the provenance of the data that was input to FAQ 2.1, Figure 2 in the IPCC WG1 41 
Fifth Assessment Report. The code will also be archived at the website along with a static version of the data 42 
files when the final report is published. As stated in the caption all publicly-available, documented, datasets 43 
known to the authors have been used. Three have been truncated (two marine air temperature and one sea 44 
surface temperature) for explicitly source documented and acknowledged significant issues but no further 45 
screening has been applied. 46 
 47 
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Land surface air temperature anomalies relative to 1961-1990: 1 
Dark Grey: Berkeley (Rohde et al. submitted) 2 
Green: NCDC Smith et al. (2008) 3 
Blue: GISS Hansen et al. (2010) 4 
Red: Lugina et al. (2005) from IPCC AR4 5 
Pale Grey: CRUTEM4 ensemble Morice et al. (2012), Jones et al. (2012a) 6 
 7 
Global lower tropospheric MSU-equivalent temperature anomalies relative to 1979 from satellites and 8 
radiosondes, series taken from BAMS State of the Climate 2011 except IUK from State of the Climate 2009. 9 
Black : HadAT2 Thorne et al. (2005) 10 
Yellow : IUK Sherwood et al. (2008) 11 
Orange : RAOBCORE Haimberger et al. (2007) 12 
Dark Grey: RICH Haimberger et al. (2008) 13 
Green: RATPAC Free et al. (2005) 14 
Blue: RSS Mears and Wentz (2009a,b) 15 
Red: UAH Christy et al. (2003) 16 
 17 
Sea-surface temperature anomalies relative to 1961-1990: 18 
Yellow: NOCS Berry and Kent (2009, original climatology period is different so adjusted to average 19 
anomaly for HadSST2 over common period 1970-2009) 20 
Orange: HadSST2 Rayner et al. (2006) 21 
Dark Grey: ERSSTv3b Smith et al. (2007) 22 
Green: COBE Ishii et al. (2005) 23 
Blue: Kaplan et al. (1998) 24 
Red: ICOADS Worley et al. (2005) 25 
Pale Grey: HadSST3 ensemble Kennedy et al. (2011c) 26 
 27 
Ocean heat content anomalies (0-700m) relative to 1993-2009: 28 
Yellow: Palmer et al. (2007) 29 
Orange: Domingues et al. (2008) 30 
Dark Grey: Ishii and Kimoto (2009)* 31 
Green: Willis et al. (2004)* 32 
Blue: Lyman and Johnson (2008)* 33 
Red: Gouretski and Reseghetti (2010)* 34 
*Some series taken from Palmer et al. (2010).  35 
 36 
Marine air temperature anomalies relative to 1961-1990 37 
Orange: HadMAT Rayner et al. (2003) interpolated 38 
Dark Grey: MOHMAT Rayner et al. (2003) uninterpolated 39 
Green: NOCS Berry and Kent (2009, original climatology period is different so adjusted to average anomaly 40 
for MOHMAT over common period 1970-2006) 41 
Blue: Ishii et al. (2005, uninterpolated). Series shown only after 1900 due to known but uncorrected biases in 42 
earlier data 43 
Red: Ishii et al. (2005, interpolated). Series shown only after 1900 due to known but uncorrected biases in 44 
earlier data 45 
 46 
Specific humidity anomalies, each data set relative to own climatology 47 
Green: HadCRUH Willett et al. (2008) 48 
Blue: Dai (2006) 49 
Red: NOCS Berry and Kent (2009) [marine only] 50 
 51 
Sea level anomalies relative to 1961-1990: 52 
Black: Church and White (2006) 53 
Yellow: Holgate and Woodworth (2004) from IPCC AR4 54 
Orange: Leuliette et al. (2004) from IPCC AR4 55 
Dark Grey: Nerem et al. (2010)  56 
Green: Gornitz and Lebedeff (1987)* 57 
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Blue: Jevrejeva et al. (2006)* 1 
Red: Trupin and Wahr (1992)* 2 
Pale grey: Church and White (2011)  3 
* series from Woodworth et al. (2008).  4 
 5 
September Arctic sea ice extent 6 
Green: NSIDC Fetterer et al. (2002)  7 
Blue: HadISST1.2 Rayner et al. (2003) 8 
Red: NASA Bootstrap Comiso (1999) 9 
 10 
Northern Hemisphere March-April snow-cover anomalies relative to 1961-1990 11 
Blue: from IPCC AR4 SPM based on an update of Brown (2000) 12 
Red: Robinson and Frei (2000) used in BAMS State of the Climate 13 
 14 
Glacier mass balance. Values are five year averages. 15 
Dark grey Cogley (2009) interpolated 16 
Green Cogley (2009) simple average 17 
Blue WGMS (2009) all glaciers 18 
Red WGMS (2009) reference set of 30 glaciers 19 
 20 
2.A.6 Changes in Atmospheric Circulation and Patterns of Variability 21 
 22 
[INSERT FIGURE 2.A.3 HERE] 23 
Figure 2.A.3: Supplementary Figure: Linear trends in (left) SLP, (middle) 500 hPa GPH, and (right) 100 hPa GPH in 24 
(top) November to April 1979/1980 to 2011/2012 and (bottom) May to October 1979 to 2011 from ERA-Interim data. 25 
Trends are only shown if significant at the 90% level.  26 

27 
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Tables 1 
 2 
Table 2.3: Trends in various aerosol variables using data sets with at least 10 years of measurements. Unless otherwise 3 
noted, trends of individual stations were reported in % yr–1, and significance level is p < 0.05. The standard deviation is 4 
determined from the individual trends of a set of regional stations.  5 

Region/Aerosol 
Variable 
 

Trend, % yr–1 
(1s, standard 
deviation) 

Period Reference Comments  

Europe      
PM2.5 –2.9 (1.31)  

–3.9 (0.87)b 
2000–2009 13 sites available, 6 sites show 

statistically significant results. 
Average change was –0.37 –0.52b mg 
m–3 yr–1. 

PM10 –1.9 (1.43) 
–2.6 (1.19)b 

2000–2009 24 sites available, 12 sites show 
statistically significant results. 
Average change was 0.29 and 0.40b 
mg m–3 yr–1. 

SO4
2– –3.0 (0.82) 

–3.1 (0.72)b 
1990–2009 30 sites available, 26 sites show 

statistically significant results. 
Average change was 0.29 and 0.40b 
mg m–3 yr–1. 

SO4
2– – 1.5 (1.41) 

–2.0 (1.8)b 
2000–2009 

Adapted from (Torseth et al., 
2012), Regional background 
sites 

30 sites available, 10 sites show 
statistically significant results. 
Average change was –0.04 and –0.04b 
mgm–3 yr–1 

PM10 –1.9  1991–2008 (Barmpadimos et al., 2012) 
Rural and urban sites 

10 sites in Switzerland. The trend is 
adjusted for change in meteorology– 
not adjusted data did not differ 
strongly. The average change was –
0.51 µgm−3 yr−1. 

USA      
PM2.5 –2.1 (2.08) 

–4.0 (1.01)b 
2000–2009 153 sites available, 52 sites show 

statistically significant negative 
results. Only 1 site show statisticallly 
positive trend  

PM2.5 –1.5 (1.25) 
–2.1 (0.97)b 

1990–2009 153 sites available, 39 sites show 
statistically significant results.  

PM10 –1.7 (2.00) 
–3.1 (1.65)b 

2000–2009 154 sites available, 37 sites show 
statistically significant results.  

SO4
2–  –3.0 (2.86) 

–3.0 (0.62)b 
2000–2009 154 sites available, 83 sites show 

statistically significant negative 
results. 4 sites showed statistical 
positive trend. 
 

SO4
2– –2.0 (1.07) 

–2.3 (0.85)b 
1990–2009 

Adapted from (Hand et al., 
2011b) Regional background 
sites 

103 sites available, 41 sites show 
statistically significant results.  

Total Carbon –2.5 to –7.5  1989–2008 (Hand et al., 2011b). Regional 
background sites 

The trend interval includes sites 
mainly located along the east and west 
coasts of the USA, fewer sites were 
situated in the central part of the 
continent.  

Arctic     
EBCa –3.8 (0.7) P<0.1 1989–2008 
SO4

2– –3.0 (0.6) P<0.1 1985–2006 
Alert, Canada 62,3o W 82,5o N 

EBCa Not sig. P<0.1 1998–2008 

(Hirdman et al., 2010) 

Barrow, Alaska, 156,6o W 71,3o N 
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SO4
2– Not sig. P<0.1 1997–2008  

EBCa –9.0 (5.0) P<0.1 2002–2009 
SO4

2– –1.9 (1.7) P<0.1 1990–2008 

 

Zeppelin, Svalbard, 11,9o E 78,9o N 

Global Assessments    
Scattering coefficient  
Europe (4/1) +0.6 (1.9) 

+2.7b 
USA (14/10) –2.0 (2.5) 

–2.9 (2.4)b 
Mauna Loa (1/1) +2.7 
Arctic (1/0) +2.4 
Antarctic (1/0) +2.5 

2001–2010 Adapted from (Collaud Coen 
et al., 2012); Regional 
background sites 

Trend study including 24 regional 
background sites with more than 10 
years of observations. Regional 
averages for 2001–2010. Parenthesis 
show total number of sites and number 
of sites with significant trend. 

Absorption coefficient  
Europe (3/0) 0.32 (0.4) 
USA (1/1) –2.03 
Mauna Loa (1/1)  +9.0 
Arctic (1/1) –6.47 
Anarctic (1/1) –0.07 

2001–2010 Adapted from (Collaud Coen 
et al., 2012) Regional 
background sites 

Trend study of aerosol optical 
properties at 24 regional background 
sites with more than 10 years of 
observations. Regional averages for 
2001-2010. Parenthesis show total 
number of sites and number of sites 
with significant trend.  

Particle number concentration    

Europe (4/2) –0.9 (1.7) 
–2.3 (1.0)b 
 

N. America and 
Caribbean (4/3) 

–5.3 (2.8) 
–5.8 (1.1)b 

Mauna Loa (1/0) –3.5 
Antarctica (2/2) 2.7 (1.4) 

2001–2010 Adapted from (Collaud Coen 
et al., 2012) regional 
background sites 

Trend study of particle number 
concentration at 17 regional 
background sites. Regional averages of 
particle number concentration for last 
10 years.. Parenthesis show total 
number of sites and number of sites 
with significant trend. 

Notes: 1 
(a) Equivalent Black Carbon  2 
(b) Trend numbers refer to a subset of stations with significant changes over the time - generally in regions strongly 3 
influenced by anthropogenic emissions; Figure 2.11. 4 
 5 
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Box 2.5, Table 1: Established indices of climate variability with global or regional influence. Columns are: (1) name of a climate phenomenon, (2) name of the index, (3) index 1 
definition, (4) primary references, (5) comments, including when available, characterization of the index or its spatial pattern as a dominant variability mode. 2 

Climate Phenomenon Index Name Index Definition Primary References Characterization / Comments 
NINO3 SST anomaly averaged over 

[5°S–5°N, 150°W–90°W] 
Traditional SST-based ENSO index, “devised by the Climate 
Analysis Center of NOAA [now: Climate Prediction Center] 
because a warming in this region strongly influences the 
global atmosphere” Cane et al. (1986).  

NINO1 Same as above but for 
[10°S–5°S, 90°W–80°W] 

NINO2 Same as above but for 
[5°S–0°, 90°W–80°W] 

NINO1+2 Same as above but for 
[10°S–0°, 90°W–80°W] 

NINO4 Same as above but for 
[5°S–5°N, 160°E–150°W] 

Rasmusson and 
Wallace (1983), 
Cane (1986) 

Introduced along with NINO3 by NOAA’s Climate Analysis 
Center (now: Climate Prediction Center) circa 1983–1984 to 
describe other details of ENSO-related tropical Pacific SST 
variability. 

NINO3.4  Same as above but for 
 [5°S–5°N, 170°W–120°W] 

Trenberth (1997) Used by W MO, NOAA to define El Niño / La Niña events. 
Detrended form is close to the 1st PC of linearly detrended 
global field of monthly SST anomalies (Deser et al., 2010a) 

Troup SOI Standardized for each calendar month 
MSLP difference: Tahiti minus Darwin, 
x10 

Troup (1965) Used by Australian Bureau of Meteorology 

SOI Standardized difference of standardized 
MSLP anomalies: Tahiti minus Darwin 

Trenberth (1984) Maximizes signal to noise ratio of linear combinations of 
Darwin / Tahiti records  

Darwin SOI Standardized Darwin MSLP anomaly Trenberth and Hoar 
(1996) 

Introduced to avoid use of the Tahiti record, considered 
suspicious before 1935. 

Traditional 
indices of 
ENSO-related 
Tropical Pacific 
climate 
variability 

Equatorial SOI 
(EQSOI) 

Standardized difference of standardized 
MSLP anomalies over equatorial [5°S–5°N] 
Pacific Ocean: [130°W–80°W] minus 
[90°E–140°E] 

Bell and Halpert 
(1998) 

 

Trans-Niño 
Index (TNI) 

Standardized NINO1+2 minus standardized 
NINO4  

Trenberth and 
Stepaniak (2001) 

Nearly uncorrelated with NINO3.4  

El Niño Modoki 
Index (EMI) 

SSTA: [165°E–140°W, 10°S–10°N] minus 
½[110°W–70°W, 15°S–5°N] minus 
½[125°E–145°E, 10°S–20°N] 

Ashok et al. (2007) Defines “typical El Niño Modoki events” as those with the 
seasonal EMI value (JJAS or DJF means) no less than 0.7σ, 
where σ is the seasonal EMI std. 

El Niño – 
Southern 
Oscillation 
(ENSO)  

Indices of ENSO 
events evolution 
and for 
identifying 
different types of 
events 

Indices of 
Eastern Pacific 
(EP) and Central 

EP Index: leading PC of the tropical Pacific 
SSTA with subtracted predictions from a 
linear regression on NINO4; CP index: 

Kao and Yu (2009)  
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Pacific (CP) 
types of ENSO 
events 

same as EP but with NINO1+2 used in 
place of NINO4.  

  

E and C Indices 45° orthogonal rotation of the two leading 
PCs of the equatorial Pacific SSTA. 
Approximate formulas: C=1.7*NINO4 -
0.1*NINO1+2, E = NINO1+2 - 0.5*NINO4 

Takahashi et al. 
(2011) 

Constructed to be mutually uncorrelated; many other SST-
based ENSO indices are well approximated by linear 
combinations of E and C. 

Pacific Decadal 
Oscillation 
(PDO) 

1st PC of monthly N. Pacific SST anomaly 
field [20°N–70°N] with subtracted global 
mean; sign is selected to anti-correlate with 
NPI 

Mantua et al. 
(1997); Zhang et al. 
(1997) 

 

Intedecadal 
Pacific 
Oscillation 
(IPO) 

Projection of a global SST anomaly field 
onto the IPO pattern, which is found as one 
of the leading EOFs of a low-pass filtered 
global SST field; sign is selected to 
correlate with PDO 

Folland et al. 
(1999); Power et al. 
(1999) ; Parker et al. 
(2007) 

IPO pattern was the 3rd EOF for 1911–1995 period and half 
power at 13.3 years; 2nd EOF for 1891–2005 data and 11 
years half power  

Pacific Decadal and Interdecadal 
Variability 

North Pacific 
Index (NPI) 

SLP [30°N–65°N; 160°E–140°W] Trenberth and 
Hurrell (1994) 

 

Lisbon/ Ponta 
Delgada-
Stykkisholmur/ 
Reykjavik North 
Atlantic 
Oscillation 
(NAO) Index 

Lisbon/Ponta Delgada minus 
Stykkisholmur/ Reykjavik standardized 
MSLP anomalies 

Hurrell (1995b) 

Gibraltar – 
South-west 
Iceland NAO 
Index 

Gibraltar minus South-west Icealnd / 
Reykjavik standardized monthly surface 
pressure anomalies 

Jones et al. (1997) 

PC-based NAO 
Index 

Leading PC of MSLP anomalies over the 
Atlantic sector [20°N–80°N, 90oW–40oE]; 
sign is selected to correlate with station-
based NAO indices. 

Hurrell (1995b) 

A primary NH teleconnection both in MSLP and 500 hPa 
geopotential heigh (Z500) anomalies (Wallace and Gutzler, 
1981); one of rotated PCs of NH Z700 (Barnston and 
Livezey, 1987). MSLP anomalies can be monthly, seasonal or 
annual averages, resulting in the NAO index of the same 
temporal resolution (Hurrell, 1995). In Jones et al. (1997) 
definition, temporal averaging is applied to monthly NAO 
index values. NAO index is typically interpreted for boreal 
winter season (e.g., DJFM or NDJFM means). 

NAO  

Summer NAO 
(SNAO) 

Leading PC of daily MSLP anomalies for 
July and August over the North Atlantic 
region [25°N–70°N, 70oW–50oE]; sign is 
selected to correlate with station-based 
(winter) NAO indices.  

Folland et al. (2009) Calculations with daily, 10-day, or July-August mean MSLP 
data result in the same spatial pattern “characterized by a 
more northerly location and smaller spatial scale than its 
winter counterpart.”  
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 Model-oriented 
NAO index 

DJF SLP difference between averages 
[90°W–60°E, 20°N–55°N] minus [90°W–
60°E, 55°N–90°N]. 

Stephenson et al. 
(2006)  

NAO index which is less sensitive to climate models’ shifts 
of locations of maximum variability. 

Arctic Oscillation 
(AO), a.k.a. 
Northern Annular 
Mode (NAM) 

PC-based NAM 
(AO) index 

1st PC of the monthly mean MSLP 
anomalies poleward of 20°N; sign is 
selected to correlate with NAO indices. 

Thompson and 
Wallace (1998; 
2000) 

Closely related to the NAO  

PC-based AAO 
index 

1st PC of 850hPa or 700hPa height 
anomalies south of 20oS; sign is selected to 
correlate with grid-based AAO and SAM 
indices 

Thompson and 
Wallace (2000) 

Grid-based AAO 
index: 40°S–
65°S difference 

Difference between normalized zonal mean 
MSLP at 40°S and 65°S, using gridded SLP 
fields 

Gong and Wang 
(1999) 

Grid-based SAM 
index: 40°S–
70°S difference 

Same as above but uses latitudes 40°S and 
70°S 

Nan and Li (2003) 

Annular 
modes 

Antarctic 
Oscillation (AAO), 
a.k.a. Southern 
Annular Mode 
(SAM) 

Station-based 
SAM index: 
40°S–65°S  

Difference in normalized zonal mean 
MSLP at 40°S and 65°S, using station data 

Marshall (2003) 

 

PNA index 
based on centers 
of action 

¼[Z(20°N, 160°W) - Z(45°N, 165°W) + 
Z(55°N, 115°W) - Z(30°N, 85°W)], Z is the 
location’s standardized 500 hPa 
geopotential height anomaly 

Wallace and Gutzler 
(1981) 

Pacific/North America (PNA) 
atmospheric teleconnection  

RPC-based PNA Amplitude of the PNA pattern in the 
decomposition of the 500 hPa geopotential 
(Z500) anomaly field into the set of leading 
rotated EOFs obtained from the RPCA 
analysis of the NH Z500 monthly 
anomalies; sign is selected to correlated 
with the centers of action PNA index 

Barnston and 
Livezey (1987). 

A primary NH telecon-nection (Wallace and Gutzler, 1981) 
in MSLP and in 500 hPa geopotential height anomalies 
(Z500); 2nd leading rotated PC of the NH Z700 (Barnston 
and Livezey, 1987) 

Pacific/South America (PSA) 
atmospheric teleconnection 

PSA1 and PSA2 
mode indices 
(PC-based) 

2nd and 3rd PCs respectively of SH 500 
hPa seasonal geopotential height anomaly  

Mo and Paegle 
(2001) 

Calculation was done with NCEP-NCAR reanalysis for Jan 
1949 - Mar 2000. First three PCs were explaining 20%, 13%, 
and 11% of the total variance, respectively. There many 
published variations on this procedure, involving temporal 
filtering, using austral winter data only, PC rotation, different 
variables (e.g., 200 hPa streamfunction). PSA1 is positive 
during El Niño events (sign-selecting convention). 
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PSA index based 
on centers of 
action from the 
1972-1982 El 
Niño events 
composite  

[-Z(35°S, 150°W) + Z(60°S, 120°W) - 
Z(45°S, 60°W)], Z is the location’s JJA 500 
hPa geopotential height anomaly 

Karoly (1989) Approximates PSA1 of the previous definition  

PSA index based 
on centers of 
action and La 
Niña response 
sign 

-[-Z(45°S, 170°W) + Z(67.5°S, 120°W) - 
Z(50°S, 45°W)]/3, Z is the location’s 500 
hPa geopotential height anomaly 

Yuan and Li (2008) Approximates (–1)*PSA1 of the PC-based definition above 

Atlantic 
Multidecadal 
Oscillation 
(AMO) index 

10-yr running mean of de-trended Atlantic 
mean SST anomalies [0°–70°N] 

Enfield et al. (2001) Called “virtually identical” to the smoothed leading rotated 
N. Atlantic PC  

Atlantic Ocean Multidecadal 
Variability 

Revised AMO 
index 

As above, but subtracts global mean 
anomaly instead of de-trending 

Trenberth and Shea 
(2006) 

 

ATL3 
 

SST anomalies averaged over [3°S–3°N, 
20°W–0°] 

Zebiak (1993) Atlantic Niño 

PC-based 
Atlantic Niño 
Index  

1st PC of the detrended tropical Atlantic 
monthly SSTA (20°S–20°N); sign is 
selected to correlate with ATL3  

Tropical Atlantic 
Ocean variability 

Tropical 
Atlantic 
Meridional 
Mode (AMM) 

 AMM Index  2nd PC of the detrended tropical Atlantic 
monthly SSTA (20°S–20°N) 

Deser et al. (2010a) 

Identified as the two leading PCs of detrended tropical 
Atlantic monthly SSTA (20°S–20°N): 38% and 25% variance 
respectively for HadISST1, 1900–2008 (Deser et al. 2010a) 

IOB basin mean 
index 

SST anomalies averaged over [40°–110°E, 
20°S–20°N] 

Yang et al. (Yang et 
al., 2007) 

 Indian Ocean 
Basin (IOB) 
Mode IOB Mode, PC-

based Index 
The 1st PC of the IO detrended SST 
anomalies (40°E–110° E, 20°S–20°N); sign 
is selected by correlation with IOB basin 
mean index 

IOD Mode PC-
based index 

The 2nd PC of the IO detrended SST 
anomalies (40°E–110° E, 20°S–20°N); sign 
is selected to correlate with DMI 

Deser et al. (2010a) Identified as the two leading PCs of detrended tropical Indian 
Ocean monthly SSTA (20°S–20°N): 39% and 12% of the 
variance, respectively, for HadISST1, 1900–2008 (Deser et 
al. 2010a) 

Tropical Indian 
Ocean variability 

Indian Ocean 
Dipole (IOD) 
Mode 

 DMI SST anomalies difference: [50°E–70°E, 
10°S–10°N)]-[90°E–110°E, 10°S–0°]  

Saji et al. (1999)  

 1 
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 3 

 4 

Figure 2.1: a) Globally averaged CO2 dry air mole fractions from Scripps Institution of Oceanography (SIO) at 5 

monthly time resolution based on measurements from Mauna Loa, Hawaii and South Pole (red) and 6 

NOAA/ESRL/GMD at quasi-weekly time resolution (blue). SIO values are deseasonalized. b) Instantaneous growth 7 

rates for globally averaged atmospheric CO2 using the same colour code as in (a). Growth rates are calculated as the 8 

time derivative of the deseasonalized global averages. 9 

 10 

11 
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Figure 2.2: a) Globally averaged CH4 dry air mole fractions from UCI (green), AGAGE (red), and NOAA/ESRL/GMD 4 

(blue) b) Instantaneous growth rate for globally averaged atmospheric CH4 using the same colour code as in (a). Growth 5 

rates were calculated as in Figure 2.1.  6 

 7 

8 
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Figure 2.3: a) Globally averaged N2O dry air mole fractions from AGAGE (red) and NOAA/ESRL/GMD (blue). b) 4 

Instantaneous growth rates for globally averaged atmospheric N2O. Growth rates were calculated as in Figure 2.1. 5 

 6 

7 
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Figure 2.4: Globally averaged dry air mole fractions at Earth’s surface of the major halogen-containing LLGHGs. 4 

These are derived mainly using monthly mean measurements from the AGAGE and NOAA/ESRL/GMD networks. For 5 

clarity, only the most abundant chemicals are shown in different compound classes and results from different networks 6 

have been combined when both are available. While differences exist, different network measurements agree 7 

reasonably well (except for CCl4 (differences of 2–4% between networks) and HCFC-142b (differences of 3–6% 8 

between networks)) (see also (WMO, 2011) Chapter 1). 9 

 10 

11 
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Figure 2.5: Top: De-seasonalized near-global water vapour anomalies in the lower stratosphere (16–19 km) from 4 

merged HALOE (black) and MLS (blue) measurements (updated from (Randel, 2010). Bottom: Balloon-borne 5 

measurements of stratospheric water vapour from Boulder, Colorado (green dots, with green curve showing smoothed 6 

variations), compared with monthly HALOE+MLS satellite measurements over 30–50°N. Both data sets have been de-7 

seasonalized and normalized for the period 2000–2011. 8 

 9 

10 
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Figure 2.6: Zonally averaged, annual mean total column ozone in Dobson Units (DU; 1 DU = 2.69 × 10
16

 O3 cm
–2

) of 4 

ground-based measurements combining Brewer, Dobson, and filter spectrometer data (red), merged 5 

BUV/SBUV/TOMS/OMI MOD V8 (blue) and GOME/SCIAMACHY/GOME-2, ‘GSG’ (green), for a) 60°S–60°N, b) 6 

30°N–60°N (NH), c) 15°S–15°N (tropics), and d) 30°S–60°S (SH). e) March and October polar total column ozone in 7 

the NH and SH, respectively. Adapted from Weber et al. (2012). 8 

 9 
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Figure 2.7: Annually averaged surface ozone mixing ratios from regionally representative monitoring sites around the 4 

world. Top: Europe with trend lines fit through the data prior to 2000 when ozone was generally increasing. Middle: 5 

East Asia and western North America. Bottom: Remote sites in the NH and SH. Time series include data from all times 6 

of day and trend lines are linear regressions described in Parrish et al. (2012). 7 

 8 
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Figure 2.8: Relative changes in tropospheric NO2 column amounts, normalized for 1996, derived from two 4 

instruments, the Global Ozone Monitoring Experiment (GOME) from 1996 to 2002 and the Scanning Imaging 5 

Spectrometer for Atmospheric Cartography (SCIAMACHY) from 2003 to 2010. Updated from (Richter et al., 2005). 6 

 7 

8 
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Figure 2.9: Trends in aerosol optical depth (AOD) for the ten-year period 2000–2009, based on de-seasonalized, 4 

conservatively cloud-screened MODIS aerosol data over oceans (Zhang and Reid, 2010). Negative AOD trends off 5 

Mexico are due to enhanced volcanic activity at the beginning of the record. Most non-zero trends are significant at 6 

95% confidence levels (Zhang and Reid, 2010). 7 

 8 

9 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-151 Total pages: 191 

 1 

 2 

 3 

Figure 2.10: Trends in aerosol optical depth (AOD) using SeaWiFS data from 1998 to 2010 (Hsu et al., 2012). 4 

 5 

6 
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Figure 2.11: Trends in particulate matter (PM) and sulphate in Europe and USA. The trends are based on 4 

measurements from the EMEP (Torseth et al., 2012) and IMPROVE (Hand et al., 2011) networks in Europe and USA, 5 

respectively. Sites with significant trends to p = 0.05 or better are shown in colour codes, the black dots are sites with 6 

non-significant trends. 7 

 8 
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 4 

Box 2.2, Figure 1: Top: Global mean surface temperature anomalies relative to a 1961–1990 climatology based on 5 

HadCRUT4 annual data (dots). The straight black lines are Least Squares trends for 1901–2011, 1901–1950 and 1951–6 

2011. Bottom: Same data as top, with Smoothing Spline (solid curve) and the 90% confidence interval on the smooth 7 

curve (shading). 8 

 9 

10 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-154 Total pages: 191 

 1 

 2 

 3 

Figure 2.12: Global mean energy budget under present day climate conditions. Numbers state magnitudes of the 4 

individual energy flows in Wm
–2

, adjusted within their uncertainty ranges to close the energy budgets. Numbers in 5 

parentheses attached to the radiative fluxes cover the range of values in line with observational constraints (based on 6 

Loeb et al., 2009; Stephens et al., in press; Trenberth and Fasullo, 2012; Wild et al., submitted). 7 

 8 
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Figure 2.13: Comparison of net TOA flux and upper ocean heating rates. Global annual average net TOA flux from (a) 4 

CERES observations (based upon the EBAFTOA_ Ed2.6 product) and (b) ERA Interim reanalysis are anchored to an 5 

estimate of Earth’s heating rate for 2006–2010. The Pacific Marine Environmental Laboratory/Jet Propulsion 6 

Laboratory/Joint Institute for Marine and Atmospheric Research (PMEL/JPL/JIMAR) ocean heating rate estimates (a) 7 

use data from Argo and World Ocean Database 2009; The gray bar (b) corresponds to one standard deviation about the 8 

2001–2010 average net TOA flux of 15 CMIP3 models. From Loeb et al.(2012). 9 

 10 
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Figure 2.14: Annual mean surface solar radiation (in W m
–2

) as observed at Potsdam, Germany, from 1937 to 2010. 4 

Five year moving average in blue. Updated from Wild (2009) and Ohmura (2009). 5 

 6 
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Figure 2.15: Global annually averaged LSAT anomalies relative to a 1961–1990 climatology from the latest versions 4 

of four different data sets. 5 

 6 
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Figure 2.16: Global annually averaged SST and NMAT relative to a 1961-1990 climatology from gridded data sets of 4 

SST observations (HadSST2 and its successor HadSST3), the raw SST measurement archive (ICOADS, v2.5) and night 5 

marine air temperatures data set HadNMAT2 (Kent et al., Submitted). Both HadSST2 and HadSST3 are based on SST 6 

observations from versions of the ICOADS data set, where some measurement biases were corrected. Largest 7 

corrections are applied to the period before 1941 and are informed, in particular, by night marine air temperature data. 8 

In HadSST3 biases are adjusted for the entire period (Kennedy et al., 2011). 9 
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Figure 2.17: Temporal changes in the prevalence of different measurement methods in the ICOADS. Top: fractional 4 

contributions of observations made by different measurement methods: bucket observations (blue), ERI and hull contact 5 

sensor observations (green), moored and drifting buoys (red), and unknown (yellow). Bottom: Global annual average 6 

SST anomalies based on different kinds of data: engine room intake (ERI) and hull contact sensor (green), bucket 7 

(blue), buoy (red), and all (black). Averages are computed over all times and locations where both ERI and hull 8 

measurements, (but not necessarily buoy data) were simultaneously available. Adapted from Kennedy et al. (2011). 9 
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Figure 2.18: Global monthly mean SST anomaly from satellites (ATSRs) and in situ records (HadSST3). Black lines: 4 

the 100 member HadSST3 ensemble. Red lines: ATSR night-time SST0.2m estimates from the ATSR Reprocessing for 5 

Climate (ARC) project. Retrievals based on three spectral channels (D3, solid line) are more accurate than retrievals 6 

based on only two (D2, dotted line). Contributions of the three different ATSR missions to the curve shown are 7 

indicated at the bottom. The in situ and satellite records were co-located within 5°
 
× 5° monthly grid boxes: only those 8 

where both data sets had data in the same month were used in the comparison. Adapted from Merchant et al. 9 

(Submitted). 10 
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Figure 2.19: Global annually averaged SST and NMAT relative to a 1961–1990 climatology from state of the art 4 

datasets. Interpolated products are shown by solid lines; non-interpolated products by dashed lines. 5 

6 
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Figure 2.20: Decadal mean temperature anomalies (white vertical lines) and their uncertainties (5–95 percentile ranges 4 

as coloured blocks) based upon the LSAT and SST combined HadCRUT4 ensemble (Morice et al., 2012). Anomalies 5 

are relative to a 1961–1990 climatology. 1850s indicates the period 1850-1859, and so on. NCDC MLOST and GISS 6 

dataset best-estimates are also shown. 7 

 8 
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Figure 2.21: Global mean surface temperature anomalies relative to a 1961–1990 climatology from the latest version of 4 

the three combined LSAT and SST data sets. 5 

 6 
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Figure 2.22: Trends in surface temperature from the three global datasets for 1901–2011 (left hand panels) and 1979–4 

2011 (right hand panels). Trends have been calculated only for those grid boxes with greater than 70% complete records 5 

and more than 20% data availability in first and last decile of the period. Grid boxes where the trend is significant at the 6 

10% level are indicated by a +. Differences in coverage primarily reflect the degree of interpolation undertaken by the 7 

dataset providers ranging from none (HadCRUT4) to substantial (GISS). 8 
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Figure 2.23: Vertical weighting functions for those satellite temperature retrievals discussed in this chapter (modified 4 

from Seidel et al. (2011)). The dashed line indicates the typical maximum altitude achieved in the historical radiosonde 5 

record. The three SSU channels are denoted by the designated names 25, 26 and 27. LS (Lower Stratosphere) and MT 6 

(Mid Troposphere) are two direct MSU measures and LT (Lower Troposphere) and *G (Global Troposphere) are 7 

derived quantities from one or more of these that attempt to remove the stratospheric component from MT. 8 
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Figure 2.24: Global average lower stratospheric (top) and lower tropospheric (bottom) temperature anomalies relative 4 

to a 1981–2010 climatology from different data sets. STAR does not produce a lower tropospheric temperature product. 5 

Note that the y-axis resolution differs between the two panels. 6 

 7 
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Figure 2.25: Trends in MSU upper air temperature over 1979 to 2011 from UAH (left hand panels) and RSS (right 4 

hand panels) and for LS (top row) and LT (bottom row). Data are temporally complete within the sampled domains for 5 

each dataset. Grid boxes where the trend is significant at the 10% level are highlighted by a +. 6 
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Figure 2.26: Linear temperature trend estimates for all available radiosonde data products that contain records for 4 

1958–2010 for the globe (top) and tropics (20°N–20°S) and extra-tropics (bottom). The bottom panel trace in each case 5 

is for trends on distinct pressure levels. Note that the pressure axis is not linear. The top panel points show MSU layer 6 

equivalent measure trends. MSU layer equivalents have been processed using the method of Thorne et al. (2005). No 7 

attempts have been made to sub-sample to a common data mask. 8 
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Figure 2.27: As Figure 2.26 except for the satellite era 1979–2010 period and including MSU products. 4 

 5 
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FAQ 2.1, Figure 1: Repeated analyses of independently measured components of the climate system which would be 4 

expected to change in a warming world, exhibit trends consistent with warming (arrow direction denotes the sign of the 5 

change), as shown in FAQ 2.1, Figure 2. 6 

 7 
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FAQ 2.1, Figure 2: Multiple redundant indicators of a changing global climate. Each line represents an independently-4 

derived estimate of change in the climate element. All publicly-available, documented, datasets known to the authors 5 

have been used in this latest version. In each panel all datasets have been normalized to a common period of record. 6 

Further details are given in Arndt et al. (2010). A full detailing of which source datasets go into which panel is given in 7 

Appendix 2.A. 8 
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Figure 2.28: Annual precipitation anomalies averaged over land areas for four latitudinal bands and the globe from 4 

GHCN (green bars) relative to a 1981–2000 climatology. Smoothed curves (see Appendix 3.A from (Trenberth et al., 5 

2007) for GHCN and other global precipitation data sets as listed. 6 
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Figure 2.29: Trends in precipitation from the CRU, GHCN and GPCC data sets for 1901–2009 (left hand panels) and 4 

1979–2009 (right hand panels). Grid boxes with statistically significant trends at the 10% level are indicated by a +.  5 

 6 
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Figure 2.30: a) Trends in surface specific humidity
 
from HadCRUH over 1973–2003. Grid boxes with statistically 5 

significant trends at the 10% level are indicated by a +. b) Global anomalies in land surface specific humidity from 6 

HadCRUH, HadCRUHExt, (Dai, 2006), and ERA-interim (Simmons et al., 2010), c) As b) but for relative humidity.  7 
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Figure 2.31: Top: Global anomalies in column integrated water vapour averaged over ocean surfaces. Bottom: Trends 5 

(kg m
–2

 per decade) in column integrated water vapour from Special Sensor Microwave Imager, (Wentz et al., 2007) for 6 

the period 1988–2010. Grid boxes with statistically significant trends at the 10% level are indicated by a ♦. 7 
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Box 2.4, Figure 1: Trends (°C per decade) in the warmest day of the year using different datasets for the period 1951–4 

2010. The datasets are (a) HadEX2 (Donat et al., 2012a), (b) HadGHCND (Caesar et al., 2006) using data updated to 5 

2010 (Donat et al., 2012b) , and (c) Globally averaged annual anomalies (thin solid lines) for each dataset with 6 

associated decadal variations (thick solid lines). Hatching on maps indicates gridboxes where trends are significant at 7 

10% level. Annual anomalies are only calculated using gridboxes where both datasets have data and where 90% of data 8 

are available. 9 
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Figure 2.32: Trends (days per decade) in the annual frequency of extreme temperatures, over the period 1951 to 2010, 3 

for: (a) cool nights (10th percentile), (b) cool days (10th percentile), (c) warm nights (90th percentile) and (d) warm 4 

days (90th percentile). Trends were calculated only for grid boxes that had at least 40 years of data during this period 5 

and where data ended no earlier than 2003. Hatching indicates gridboxes where trends are significant at the 10% level. 6 

The data source for trend maps is HadEX2 (Donat et al., 2012a). Beside each map are the global annual time series of 7 

anomalies with respect to 1961 to 1990 (thin lines) along with decadal variations (thick lines) for three global datasets: 8 

HadEX2; HadGHCND (Caesar et al., 2006) and updated to 2010 and GHCNDEX (Donat et al., 2012b). Global 9 

averages are only calculated using gridboxes where all three datasets have at least 90% of data over the time period. 10 

Trends are significant at the 5% level for all the global indices shown. 11 
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                                (c) HY-INT 1976-2000 2 

 3 

 4 

Figure 2.33: (a) Trends (mm day
–1 

yr
–1

) in daily precipitation intensity and (b) trends (days per year) in the frequency 5 

of the annual maximum number of consecutive dry days. Trends were calculated only for grid boxes that had at least 40 6 

years of data during this period and where data ended no earlier than 2003. Hatching indicates gridboxes where trends 7 

are significant at the 10% level. The data source for trend maps is HadEX2 (Donat et al., 2012a). (c) Trends in 8 

hydroclimatic intensity (HY-INT: a multiplicative measure of length of dry spell and precipitation intensity) over the 9 

period 1976 to 2000 (from Giorgi et al. (2011)). An increase (decrease) in HY-INT reflects an increase (decrease) in the 10 

length of drought and /or extreme precipitation events. 11 
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Figure 2.34: Normalized 5-year running means of the number of (a) adjusted land falling eastern Australian tropical 4 

cyclones (adapted from (Callaghan and Power, 2011) and updated to include 2010/2011 season) and (b) unadjusted land 5 

falling U.S. hurricanes (adapted from (Vecchi and Knutson, 2011) and (c) land-falling typhoons in China. Vertical axis 6 

ticks represent one standard deviation, with all series normalized to unit standard deviation after a 5-year running mean 7 

was applied. The dashed lines are trends calculated using ordinary least squares regression.  8 
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Figure 2.35: 99th percentiles of geostrophic wind speeds for winter. Triangles show regions where geostrophic wind 4 

speeds have been calculated from in situ surface pressure observations. Within each pressure triangle, Gaussian low-5 

pass filtered curves and estimated linear trends of the 99th percentile of these geostrophic wind speeds for winter are 6 

shown. The ticks of the time (horizontal) axis range from 1875 to 2005, with an interval of 10 years. Disconnections in 7 

lines show periods of missing data. Red (blue) trend lines indicate upward (downward) trends of at least 5% 8 

significance. From Wang et al. (2011). 9 
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FAQ 2.2, Figure 1: Distribution of (a) daily minimum and (b) daily maximum temperature anomalies relative to a 4 

1961–1990 climatology for two periods: 1951–1980 (blue) and 1981–2010 (red) using the HadGHCND data set. The 5 

vertical blue and red lines indicate the 10th (left-hand side) and 90th (right-hand side) percentiles for both periods. 6 

 7 

8 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-182 Total pages: 191 

 1 

 2 

 3 

FAQ 2.2, Figure 2: The likelihood and direction of trend in the frequency (or intensity) of various climate extremes 4 

since the middle of the 20th century. Where the trend goes both up and down, this implies that there is regional 5 

variation in the sign of the trend, or that studies using different measures of dryness do not agree. Large regions that 6 

differ from the ‘global’ conclusion—either with respect to sign of, or confidence in, the trend—are also highlighted. 7 
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Figure 2.36: Decadal averages of SLP from the 20th Century Reanalysis (20CR) for (left) November of previous year 4 

to April and (right) May to October shown by two selected contours. Topography above 2 km above sea level in 20CR 5 

is shaded in dark grey.  6 
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Figure 2.37: Surface wind speed trends for 1988–2010. Shown in the top row are data sets based on the satellite wind 4 

observations: (a) Cross-Calibrated Multi-Platform wind product (CCMP, Atlas et al., 2011); (b) wind speed from the 5 

Objectively Analyzed Air-Sea Heat Fluxes data set, release 3 (OAFlux); (c) Blended Sea Winds (BSW, Zhang et al., 6 

2006); in the middle row are data sets based on surface observations: (d) wind speed from the Surface Flux Data Set, 7 

v.2, from NOC, Southampton, U.K. (Berry and Kent, 2009); (e) Wave- and Anemometer-based Sea Surface Wind 8 

(WASWind, (Tokinaga and Xie, 2011a)); (f) Surface Winds on the Land (Vautard et al., 2010); and in the bottom row 9 

are surface wind speeds from atmospheric reanalyses: (g) ERA-Interim; (h) NCEP-NCAR, v.1 (NNR1); and (i) 20th 10 

Century Reanalysis (20CR, Compo et al., 2011). Wind speeds correspond to 10 m heights in all products. Land station 11 

winds (panel f) are also for 10 m (but ananometer height is not always reported) except for the Australian data where 12 

they correspond to 2 m height. To improve readability of plots, all data sets (including land station data) were averaged 13 

to the 4°
 
× 4°

 
uniform longitude-latitude grid. Linear trend slopes and their uncertainties were computed for the annually 14 

averaged timeseries of 4
o
x4

o
 cells by the method described in Appendix 2.A For all data sets except land station data, an 15 

annual mean was considered available only if monthly means for no less than eight months were available in that 16 

calendar year. Trend values were computed only if no less that 70% of all years (17) had a values and no less than 20% 17 

of first and last 10% of the annual record were available as well (i.e., at least one year available out of the first three and 18 

the last three years each). Black plus signs (+) indicate areas where linear trends slopes are different from zero at 10% 19 

significance level.
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Figure 2.38: Top: Indices of the strength of the northern Hadley circulation in December to March (Ψmax is the 4 

maximum of the meridional mass stream function at 500 hPa between the equator and 40°N, updated from 5 

Broennimann et al. (2009)). Bottom: Indices of the strength of the Pacific Walker circulation in September to January 6 

(Δω is the difference in the vertical velocity between [10°S to 10°N, 180°W to 100°W] and [10°S to 10°N, 100°E to 7 

150°E] as in Oort and Yienger (1996), updated from Broennimann et al. (2009)), Δc is the difference in cloud cover 8 

between [6°N–12°S, 165°E–149°W] and [18°N–6°N, 165°E–149°W] as in Deser et al. (2010), vE is the effective wind 9 

index, updated from Sohn and Park (2010), u is the zonal wind at 10 m averaged in the region [10°S–10°N, 160°E–10 

160°W], ΔSLP is the SLP difference between [5°S–5°N, 160°W–80°W] and [5°S–5°N, 80°E–160°E] as in Vecchi et al. 11 

(2006)). Time series based on ICOADS data are only shown from 1957 to 2009. All reanalysis data sets listed in Box 12 

2.3 are used, if available until March 2012, except for the zonal wind at 10 m (20CR, ERA-Interim, ERA-40, NCEP2). 13 

Where more than one time series was available, anomalies from the 1979/1980 to 2001/2002 mean values of each series 14 

are shown. 15 
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Figure 2.39: Annually averaged tropical belt width (top) and tropical edge latitudes in each hemisphere (middle and 4 

bottom). The tropopause, Hadley cell, and jet stream metrics are based on reanalyses (see Box 2.3); outgoing longwave 5 

radiation and ozone metrics are based on satellite measurements. The ozone metric refers to equivalent latitude 6 

(Hudson, 2011; Hudson et al., 2006). Adapted and updated from Seidel et al. (2008) using data presented in Davis and 7 

Rosenlof (2011) and (Hudson, 2011; Hudson et al., 2006). Where multiple datasets are available for a particular metric, 8 

all are shown as light solid lines, with shading showing their range and a heavy solid line showing their median.  9 
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Box 2.5, Figure 1: Some indices of climate variability, as defined in Table 1. Where ‘HadISST1’, ‘HadSLP2r’, or ‘20C 4 

RA’ are indicated, the indices were computed from the SST or MSLP values of the former two data sets or from 500 or 5 

850 hPa geopotential height fields from the 20th Century Reanalysis, version 2. A data set reference given in the title of 6 

each panel applies to all indices shown in that panel. ‘CPC’ indicates an index timeseries publicly available from the 7 

NOAA Climate Prediction Center. Where no data set is specified, a publicly available regularly updated version of an 8 

index from the authors of a primary reference given in Table 1 was used. (Citations are given in panel legends only 9 

when needed for unambiguous identification of a particular index definition from Table 1; their presence or absence 10 

does not mean that the index values obtained from the authors were or were not used here). All indices are shown as 12-11 

month running means (r.m.) except when the temporal resolution is explicitly indicated (e.g., ‘DJFM’ for December-to-12 

March averages) or smoothing level (e.g., 11-year LPF for a low-pass filter with half-power at 11 years). 13 
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Box 2.5, Figure 2: Spatial patterns of climate modes listed in Table 1. All patterns shown here are obtained by 4 

regression of either SST or MSLP fields on the standardized index of a climate mode. For each climate mode one of the 5 

indices shown in Figure 1 was used. SST and MSLP fields are from HadISST1 and HadSLP2r data sets (interpolated 6 

gridded products based on data sets of historical observations). All SST-based patterns are results of monthly 7 

regressions for the 1870–2010 period except for the PDO regression pattern, which was computed for 1900–2010. The 8 

MSLP-based patterns of NAO and PNA are regression coefficients of the DJFM means; PSA1 and PSA2 patterns are 9 

regressions of seasonal means; SAM pattern is from a monthly regression. All SLP-based patterns are results of the 10 

1948–2010 regression, except for the PDO regression pattern which is from 1876–2010 regression. For each pattern the 11 

time series was linearly de-trended over the regression interval. All patterns are shown by color plots, except for PSA2, 12 

which is shown by white contours over the PSA1 color plot (contour steps are 0.5 hPa, zero contour is skipped, negative 13 

values are indicated by dash).  14 
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Figure 2.A.1: Change in percentage of possible sampled area for land records (top panel) and marine records (lower 4 

panel). Land data comes from GHCNv3.2.0 and marine data comes from the ICOADS in-situ record. 5 

 6 

7 



Second Order Draft Chapter 2 IPCC WGI Fifth Assessment Report 

Do Not Cite, Quote or Distribute 2-190 Total pages: 191 

 1 

 2 

 3 

Figure 2.A.2: Differences in long term average temperatures in pairs of periods as calculated from HadCRUT4, 4 

GISTEMP and NCDC’s data. Left - temperature difference between the periods of 1986 to 2005 and 1886 to 2005. 5 

Right - temperature difference between the periods of 1986 to 2005 and 1886 and 2005. The median and confidence 6 

limits (5% and 95%)for differences calculated from HadCRUT4 are shown in black. Period differences for GISTEMP 7 

are red. Period differences for NCDC are in blue. 8 
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Figure 2.A.3: Supplementary Figure: Linear trends in (left) SLP, (middle) 500 hPa GPH, and (right) 100 hPa GPH in 4 

(top) November to April 1979/1980 to 2011/2012 and (bottom) May to October 1979 to 2011 from ERA-Interim data. 5 

Trends are only shown if significant at the 90% level. 6 
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